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[Mpeaucnosue

Hoporas Bap6apa!

MsI mo3apasiisieM Tedst C JHEM POXKAEHbS U NAPUM 3Ty
KHIDKKY.

3mech cobpaHbl caMble pa3Hble CTAThI JIMHIBUCTOB 13
Poccun, rae Tl sxuta u pabotana MHoro set. Hac o6benu-
HSIET TO, YTO MBI BCe cumTaeM cebsi XoTs ObI B HEKOTOPOIL
CTeIleH! TBOMMU yUeHMKaMu — yueHuKamu bapbapsl, mpo-
cro BapGaps! — gpyroit Begs TyT HeT.

U ogHOBpeMeHHO, KaK 3TO 4acTo IpuHATO B Poccumn,
M KaK 9TO €CTeCTBEHHO U HEIIPUHYXAEHHO IIOJYUMIOCh Y
Tebs1 — TBOMMM OPY3bsiMU, Opy3bsimu BapOapsr.

MB&I Bce cauM 3a OOJIBIINM JIMHTBUCTUUECKUM CTOJIOM
¥ IogHMMaeM GOKalbl 3a TBOE 3{0POBbe. A ThI — POOyeIh
MIPUTOTOBJIEHHBIE HaMu Oifoa. MbI cTapaiuch, YToOsb! Tebe
OHMU ITOKA3aJIMICh Y 3HAKOMBIMI, 11 HOBBIMIA.

HagBepHo, cama IMHIBMCTHUKA CIIOCOOCTBYET COMVDKEHIIO
sropeit. JIMHrBucTUYeCKIe IIPOOIEMbI TaKue CI0KHBIE, UTO
JIX eCTECTBEHHO PelIaTh BMECTe, B OOJIBIINX U MAJIeHbKIX
IIpOEKTax, MNOHMMasd, YTO KaKIBII HOBBIN A3BIK U HOBBII
B3IV Ha MaTepuaj yBeJMUMBAIOT LIIAHCHI Ha ycrex. Y
Te6s1 OBLIIO0 HECKOJIBKO JIMHIBUCTUUECKNX IIPOEeKTOB B Poc-
CHIN, HO U K&KIBII TBOJ KypC — TOXKe OBLI IIPOEKT, B paM-
KaxX KOTOPOTO yYIJINCh CTYLEHTHI HOBBIX 11 HOBBIX IIOKO-
snenuit. Y Tak ObLIO MOYTH ABAALATH JIET, STO MHOTO, I10-
TOMY UTO CpeQM CIyIIaTeNell TBOETO MIPOIIIOrOIHETO KYp-
ca ecThb Takue, KOTOPBIM TOJIBKO [ABaALIaTh: KOTAA ThI Ha-
4yyHaja Iperogasath B MockBe, nx elle He ObLIO Ha CBe-
TE ).

910 — npo nporuwnoe. Ho Bor nepen 106011 11enas KHIK-



IIpenucnosue

Ka cTaTell, a 3HAUNT, Y IIPOLIUIOTO eCcTh Oyayliiee: ecTh IIy-
OOKMII CJIe[l 9TUX IIPOEKTOB M KYPCOB, OH BUJIEH 3[1€Ch I
OymeT BUEH U JAJbIIEe B CAMBIX Pa3HBIX HAIIUX JIMHTBI-
CTMYECKNUX 3aHSTUIX ¥ IIOTOM, B paboTax HAIIMX YUEHM-
KOB.

3a 1e6st, Bapbapa!

Byne 3popoBa 1 cyacTianBa 1 npuesxaii noyvaie. Mol
TeOd OYEHBD KIEM.



[

bapb6apa [lapTu —3anaua HaBeaeHUs
MOCTOB

Bepa HMcaakosHa Ilomiecckaa

dynbpaitToBcKuUit cTUIIeHAMAT 2005 roga Bap6apa Xosur IlapTu, 3aciayxeH-
HbII Ipodeccop IuHrBUCTUKY 1 (rutocodpun MaccauyceTcKoro yHUBEpCu-
TeTa B AMXepCTe — OJMIH /13 OCHOBOIIOJIOKHMKOB I TTIaBHBIX JeJCTBYIOIINX
a1 GopMasIbHON CeMaHTMKIL, BAMSITEIbHOIO HAIIPaBICHNSI COBpEMEHHOI
JIMHTBUCTUKI.' MupoByIo nsBectHOCTh Bap6ape [TapTy mpuneciu ee pabo-
TBI T10 JTMHTBUCTIYECKIM IIPIIIOKEHIIAM JIOTMUECKOTo anmapara Praapna
MoHTerIo, 110 pa3BUTHIO VA€V KOMIIO3MIMOHAIBHOCTH I OIIVMICAHMIO CEMaH-
TUKM A3BIKOBBIX BBIPaKEHIII PA3IMYHON CIOXHOCTM Ha 6a3e IpMHINIIA
KOMIIO3MIIIOHAJIILHOCTH, pabOTHI 110 CeMaHTMKe KBaHTM(MKATUBHBIX BBIPa-
KeHMIt u MHOrue apyrue. (V36parusie paborst Bap6aps! [TapTi cobpaHs! B
1obueitHoM cOopHuKe Partee 2004). Brarogaps Bapfape — uenoBeky Bblgaro-
I1erocs 00IIeCTBEHHOTO I YUNMTeJIbCKOro TeMIIepaMeHTa — MaccauyceTcKuit
YHIUBEPCUTET, B KOTOPOM OHA IIpeIiofaeT y>ke Oojiee TPUILATY JIeT, OTMe-
YeH Ha MPpodeCcCHOHANIbHO IMHIBUCTIUECKO KapTe KaK LEeHTP U3yUeHNs
dbopmanbHOIL ceMaHTUKNU. IIpu3HaHMe U IPU3HATEIBHOCTD JIMHIBUCTIAYE-
CKOTO COOOIIIeCTBa ITOMYUIIIN X CBOe oduumanbHOe BeIpakeHue: Bapbapa
IMaptu — unern HannonanpHoit akagemun Hayk CIIIA, uneH AMepUKaHCKOM
aKaJieMMM MCKYCCTB ¥ HayK, OHa M30Mpanach MpesuaeHTOM AMepIKaHCKO-
r'o IMHIBUCTUUECKOTo obiiecTBa. Bapbapa ITaptu — maypear npemun Makca
IInanka, MHOTMX APYTMX MEXIYHAPOITHBIX Harpaj, WieH peIKOJUIETIIT paaa

BriepBsle ony6inkoBaHo B xxypHaie Poccnitcknmit BectHuk [Iporpammsr $ynbpaitra, Ne6, Mocksa,
2005, 31-32.



Bap6apa Ilaptu — 3ajaua HaBeXeHIUSI MOCTOB

JIMHTBUCTUUECKUX )KyPHAIOB ¥ MHOKECTBA OOIIeCTBEHHBIX KOMUTETOB 1 KO-
MICCHIL, B YACTHOCTH, B 1985-1986 TO1aX OHA BO3IJIABIISUIA JIMHTBUCTUUECKYIO
cexuuio («rmanenb») B CIES (Fulbright).

B cBoeit aBro6norpagpun (Partee 2005) Bap6apa Hanucana, 4To cuuraer
CBOEIT MUCCHEN «HaBeeHue MOCTOB». [IpodeccoHaIbHbIE U UeOBeUecKIe
MOCTBI, KOTOPBIE OHA IIOCTPOIJIA U IIPOIOJLKAET CTPOUTH GJIarofapst CBOEN
HEYKPOTVIMOJ CO3MIATENbHO SHEPIMIL, OKa3bIBAIOTCSI OUEHb IIPOYHBIMI, a
[JIABHOE — CTPOSITCSI UMEHHO B TOM MECTE, TJle OHI 0COOEHHO HY>KHBL. Bynyun
ojHOIT 13 mepBbIX yueHur Hoama XoMcKoro (B 1965 rony oOHa 3allUTIIIa B
MIT guccepranuio Kak CMHTAKCHUCT, C JOIOJHUTEIBHOM cIlenyaan3anmein
«MaTeMaTtuKa»), Bapbapa mocrasuia cBoeil 3ajaueit CHTE3 JOTMYECKOI Teo-
puu (rpaMMaTuKy MOHTEr10), TMHIBUCTIYECKO CEMaHTUKIL Y CUHTAKCIICA.
Briparonuecs TeopeTnyeckme JOCTVKEHUS B 9TOM HATIPABIEHNN COIIPOBOK-
JAJINCH U TIeJarOrMueCcKIMY HOBALMSMIL: OJHOI 13 IepBbIX Bapbapa Hauama
UUTATh KYPC MAaTEMATUKU [JIsL IMHIBUCTOB. DTOT KYpPC BIIOCJIENCTBUM JIET
B OCHOBY €€ 3HaMeHNTOro yueOHMKa MaTeMaTuKy it auHreucroB (Partee
1978) u cooTBeTCBYyIOLUX IIaB B KHure (Partee, ter Meulen & Wall 1990). Hema-
JI0 TPy OB Biokmia Bap6apa u ctpourensctBo MocToB Mexay CrapbiM u
Hososim CBeTom. TecHble TBOPUECKIE U JIMUHBIE OTHOLLIEHS CBI3BIBAIOT €€
¢ muarsucramu Hupepnannos n Yexum: B 03HaMeHOBaHIE MHOTOJIETHIX
COBMECTHBIX MCCIIEIOBAaHMII B 1992 roay Bapbape Ilaptn Gpuia npucBoeHa
CTeIleHb IIOUETHOTO NOKTOpa MareMatuku u ¢pusnky Kapnosa yHusepcurera
B Ilpare, B 1995 rogy — 3BaHime IIOYETHOIO wieHa IIpa)KCKOro JIMHIBUCTU-
UECKOTo KPY’KKa, B 2002 TOAy OHa ObUIa m30paHa MHOCTPAHHBIM WIEHOM
Hunepianackoit KOpoeBCKOI akaieMIy HayK U YICKYCCTB.

B nocnenuee necarmierue Bap6apa cTpouT MOCT MEXAY POCCUIICKON 1
aMepMKaHCKOI JuHrBKUCcTHKOI. Ellte Bo BpeMst yueGb! B KoJutemxe Bapba-
pa BIlepBbIe 3aHsIach pycckuM s3bikoM (Bapbapa ¢ oTanumem 3akoHUMIIA
Swarthmore College B 1961 I., ee OCHOBHOII CITeIanu3anmeit Op1a MaTeMaTu-
Ka, a BYMsI JIOTIOJTHUTEIbHBIMU — PYCCKMUIT I3BIK U (prtocodust). ITo naBHee
coxenne ¢ Pocemeit MHOTO JieT CIIycTs cprdMOBAIOCH C Ba)KHBIM JIMYHBIM
cobbITIIeM — B 1997 roxy Bap6apa BelIiiia 3aMy»K 32 POCCUIICKOTO MaTeMaTIKa
Bragnmupa Bopucosuua BopiieBa. Haunnast ¢ 1996 rona, Bap6apa moutu
€XXeroHO B BeCEHHEM ceMecTpe unraeT B MockBe Kypc popMaabHOI ceMaH-
THUKU: B 1996 roxy — B MI'Y, B 1998-2001 11 2003-2004 rogax — B PITY u 2005
rogy —u B PITY, u B MI'Y (B 2000 u 2005 rogax — B Kauectse PynbpaiiTos-
ckoro npogeccopa). B 2001 roxy Bapbape ITaptu 6puta npucyXeHa cTelneHb
nouetHoro gokropa PITY.



B.U. [Tognecckas

Ha maTepnaie Takux TpagUIIMIOHHO TPYIHBIX Y3JIOB PYCCKOI rpaMMa-
THUKM, KaK IIOCECCUBHBIE KOHCTPYKIMI ¥ KOHCTPYKIUNI C TEHUTUBOM TP
orputtanuy Bap6apa cOBMeCTHO cO CBOMMU POCCUIICKIMIY KOJUIETaMI IIbITa-
eTcst COMM3NTD TeOpeTMUeCKIe 03I POPMAaTbHON CEMaHTHKY ¥ O3V
MOCKOBCKOJ CeMaHTN4eCKOII IIKoJbl. PopMasbHasA ceMaHTHUKA yCUINAMU
Bap6apse1 nocreneHHO mepecraer ObITh «3aMOPCKUM IIPOAYKTOM» B POCCUIIL-
CKOJI yHMBEPCUTETCKOI ITporpaMMme. BecHol1 aTOro roya cuiaMim MOCKOBCKIX
yueHuKOB Bap6aps! Gbl1a BIiepBble IIpoBeeHa KoHpepeHusa «PopmaapHas
cemaHTHKa B MockBe». Koneuro, Bap6apa 6bL1a 1 RyI110it 9T0 KOHbepeH-
LMY, Y €€ OPTaHM3aALMOHHBIM LHEHTPOM.

3a mocyemHMe rogbl A MOCKOBCKUX JIMHIBMCTOB BapGapa crana He
TOJIBKO KOJUIETON M IPYTrOM, HO U GJIarOTBOPUTENIEM: LIEHON ee YCIUIINIL I
nnuHbIX BiaokeHuit B PITY co3maHa 1 ITOCTOSHHO paciumpsieTcs oOIecTBeH-
Has OMOJIMOTeKa IMHIBUCTIUECKOT uTepaTypsl. Hauaso aToit 6ubimorexe
B 2000 IOy IOJIOKIIM KHITY, KyIUIeHHbIe Bap6apoil Ha cpencTBa, BhIIes-
eMble CTUIeHaAaTaM nporpamMmmoit PyabpaiiT s HoaaepKKI GMOIMoTeK
nprHIMapIux nHCTUTyToB. Ho Bap6apa He ocTaHOBMIIACh Ha 3TOM, CTa-
Jla BKJIaIBIBATh B 9TO OJIarOpOJHOE qeJI0 COOCTBEHHbIE HeMaJble CPeCTBa,
aruTUpPOBATh CBOMX aMePUKAHCKIX KOJUIET IIPIUChIIaTh B MOCKBY aBTOpCKIIe
9K3eMILISIPBI CBOMX paboT, IOMOTATH C IIOJMICKOI Ha aMEePUKAHCKIE I €B-
porerickue XypHaisl. B 2005 rogy Bap6apa BHOBb mMeia BO3MOXHOCTb
JICIIONB30BaTh (PyIOpaiTOBCKMI pecypc IJIst IIOMOITHEHMST MOCKOBCKOIT 06-
LI[eCTBEHHOI JIMHIBUCTIUECKOT 6mbamorexn. Ceromus cpenu GarogqapHbIx
ymraTeyei KHIDKeK ¢ akcnubpucom «M3 6ubnmnoreku Bap6apser [Taptu» —u
npodeccopa, U CTYIEeHTHI.

B cenrsabpe 2004 roga 1mo ciayuaio Berxona bapbapsr [TapTu Ha meHCHIO
ee KoJuleru 1o MaccauyceTcKkOMYy YHUBEPCUTETY COCTABIIIN TeHeaJIOTUUecKoe
npeBo ee yueHNKOB (http: //www.umass.edu/linguist/partee-phd-genealogy/).
Ba30BbIll ypOBEHD 3TOrO ApeBa — 39 MMEH TeX JIMHIBICTOB, KOTOpPBIE 3a-
LUUTUIIN QUCCEPTALUY IO €€ PyKOBOACTBOM, Y3JIbI O0Jiee IiIyOOKUX YPOB-
Hell — yUeHUKN yueHnKoB. Ha MOMeHT cocTaBiieHNMs B iepeBe ObLI0 176 y3JI0B
(TIpM MaKCUMAJIBHO ITyO1He ypoBHI — 4). [lyMaro, 4TO OueHb CKOPO B y3Jax
HAUHYT INOABIATECA PYCCKIE NMEHA.

P.S. Ora 3ameTka Gpura HamycaHa [eCsITh JIET TOMY Hasal. 3a 9TV TObI
«MOCTBI», BBICTpOEeHHBIe Bap6apoit, coenyHMIN HeMalo JMYHBIX U npodec-
CIOHAJIBHBIX To4eK Ha Kapte. K ciymarenam ee kypcos B MI'Y n PITY npnu-
COeMHIIINCH CTYXeHTHI BrIcIeil IIIKOIbI sKoHOMMKM. Hemaio poccuitckux
CTYIEeHTOB-JIMHIBIUCTOB YUUTCS Telleph B yHUBepcuTeTax EBpomsr 1 Ame-


http://www.umass.edu/linguist/partee-phd-genealogy/

Bap6apa Ilaptu — 3ajaua HaBeXeHIUSI MOCTOB

pukn. MuHorne n3 Hux 61arogapasl Bapbape He TOIBKO KaK YUUTEII0, HO I
KaK aBTOPY M3bICKAHHBIX 10 CTIUJII0 M MOIIHBIX II0 CBOET yOeXUTeIbHOCTI
peKoMeHganmil: Ha IOAAEP/KKY MiIaqunux Kojuter Bapbapa mo-npexHemy
LI[eIPO TPATUT CBOE BpeMs M MacTepcTBO. [la, 5KM3Hb CKJIAABIBAETCS TaK, UTO
Tereph MbI BUAMMCS PeKe, HO MOCTBI IIOCTPOEHBL, I OU€Hb XOUETCs BEPUTH B
VHTEHCVBHOE MHOTOIIOJIOCHOE [ABVDKEHME.
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Negative events: Evidence from Lithuanian

Peter Arkadiev

To Barbara with love and thanks
for much more than introducing me
to formal semantics.

As a starting point of this article I take the following observation by Stockwell,
Schachter & Partee (1973: 250—251):

“[T]here are certain cases where a negation of an event may,
loosely speaking, itself be an event, e.g. not paying taxes, not
getting up early, not going to church, not eating dinner, not thinking
clearly (semantically, the “event” seems to be the breaking of a
habitual or expected pattern of activity)””

The scare quotes in the quotation above seem to be due to the well-known
philosophical debate regarding the possibility of “negative events” or “negative
facts”, see Horn (1989: 51-55) for a historical overview, which is concluded by
the following statement:

1 This article is an outcome of an investigation whose results have been presented at the Workshop
on the Typology of the Perfect at the Institute of Linguistic Studies in Saint-Petersburg (April 2013),
at the 46" Annual Meeting of the Societas Linguistica Europaea in Split (September 2013), and at
the research seminar of the Philological Faculty of Vilnius University (April 2013). I thank all my
Lithuanian consultants and the participants of the above events, especially Axel Holvoet, Timur
Maisak, Rolandas Mikulskas, Jurgis Pakerys and Ruprecht von Waldenfels, for their feedback,
as well as Sabine Iatridou and Sergey Tatevosov for an enlightening discussion. None of the
above colleagues bears responsibility for any shortcomings of this paper. In particular, the formal
analysis is presented here for the first time, and any errors or inconsistencies thereof solely belong
to the author. The research has been supported by the Russian Foundation for the Humanities,
grants Nos. 12-34-01345 and 14-04-00580.



Negative events: Evidence from Lithuanian

“The question of whether there are negative events cannot be
answered directly, by invoking the evidence of natural language,
especially in the absence of a consensus as to what counts as an
event” (Horn 1989: 55)

This short paper aims at providing linguistic evidence for the existence
of negative events, coming from the interaction of negation with perfect in
Lithuanian, a Baltic language, which has not hitherto received enough atten-
tion from theoretical linguists (see Arkadiev, Holvoet & Wiemer 2015). The
argument will be both empirical and theoretical, invoking recent proposals
concerning the semantics of the perfect (Nishiyama & Koenig 2010) crucially
relying on the notion of event, which, as it seems, has become fairly uncon-
troversial in the last decades (see, inter alia, Ramchand & Svenonius 2014
for a discussion of the status and representation of events in grammar, and
references therein).

Lithuanian has complex morphology with rich inflection in both nominals
and verbs, the latter distinguishing four synthetic tenses (present, simple past,
habitual past, future); there is also a Slavic-style system of deriving telic (“per-
fective”) verbs from atelic (“imperfective”) verbs primarily by means of prefixes.
This system is hardly as productive and regular as the corresponding Slavic
one and does not interact with tense in any significant way. For an overview of
the verbal system of Lithuanian, see Ambrazas (1997: 220-376), and Arkadiev
2011, 2012 and references therein specifically on the question of aspect.

In addition to the synthetic tenses, Lithuanian has periphrastic construc-
tions consisting of the auxiliary verb buti ‘be’ fully inflected for tense and
person and the past active participle of the lexical verb inflected only for the
agreement in number, gender and (nominative) case with the subject of the
clause. These constructions are called “perfect” or “resultative” (see Geniusiené
& Nedjalkov 1988) and generally denote a state resulting from a previous event.
This state may be the target state (Parsons 1990: 235) of the event denoted by
the verb phrase, as in (1); in this case the construction expresses the resultative
meaning proper, restricted to telic verbs denoting a change of state in their
subject. Alternatively, the state denoted by the perfect construction may be
more abstract and relate to the property of the subject arisen due to its mere
participation in the event (cf. Parsons’ resultant state), as in (2); in general
this is the only interpretation of the perfect available with lexical verbs not
denoting a change of state of the subject.
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(1) Es-u apsireng-us-i nauj-a suknel-e.
AUX-PRS.1SG put.on.oneself-PST.PA-NOM.SG.F new-INS.SG.F dress-INS.SG

‘Thave put on my new dress. (the speaker is wearing her dress at the moment of
speech)

(2) Tai turbat geriausi-as anekdot-as, kok-j es-u
that perhaps best-NoM.sG.M joke-NOM.sG what-ACC.SG.M AUX-PRS.1SG
girdéj-es.
hear-pST.PA.NOM.SG.M
“This is perhaps the best joke I've (ever) heard. (LKT)

The use of the perfect in Lithuanian is more restricted than the use of its English
counterpart. First, the restrictions on the resultative proper use of the perfect
are more stringent in Lithuanian, such a use being largely unattested with verbs
denoting the change of state of a participant other than the syntactic subject.
Second, Lithuanian does not have the so-called “universal” or “inclusive” use
of the perfect (cf. e.g. Iatridou, Anagnostopoulou & Izvorski 2001); it is not
possible to express a durative situation lasting up to the reference time by
means of the perfect in Lithuanian. Thus, only (4a) with the present tense form
can serve as a felicitous translation for English (3).

(3) Ihave been working at the University for 2 years already.

(4) a.  Universitet-e dirb-u jau dvej-us met-us.
university-Loc.SG work-Prs.1SG already two-ACC.PL.M year-ACC.PL
Y
=(3)
b. #Universitet-e es-u dirb-es dvej-us
university-LOC.SG AUX-PRS.1SG WOrk-PST.PA.NOM.SG.M tW0-ACC.PL.M
met-us.
year-ACC.PL

5

‘Thave worked at the university for two years [and now I don’t work there]
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Let us now turn to the interaction of the perfect with negation. Negation
in Lithuanian is expressed by the prefix ne- attaching to the left of the word
in its scope, and in clauses with synthetic tenses sentential negation attaches
to the verb, as in (5b).

(5) a. Miegoj-au. b. Ne-miegoj-au.
sleep-PST.1SG NEG-sleep-PST.1SG
‘I was sleeping / slept. ‘I was not sleeping / didn’t sleep.

What is non-trivial and constitutes the main empirical point of my article is
the fact that the perfect sentence in (6a) has two negative counterparts: in (6b)
negation attaches to the auxiliary, while in (6¢) it shows up on the participle.

(6) a. Es-u miegoj-us-i.

AUX-PRS.1SG sleep-PST.PA-NOM.SG.F
‘I [female] have slept’

b. Ne-s-u miegoj-us-i.
NEG-AUX-PRS.1SG sleep-PST.PA-NOM.SG.F
‘Thave not slept’

c. Esu ne-miegoj-us-i.
AUX-PRS.1SG NEG-sleep-PST.PA-NOM.SG.F
‘T have not slept’

The two negative variants of the perfect at first glance and out of context
seem to be truth-conditionally equivalent, however, they are clearly used in
different situations, see naturally occurring examples (7) and (8).

(7) As dar niekada anks¢iau ne-s-u miegoj-us-i
ILNoM yet never  earlier = NEG-AUX-PRS.1SG sleep-PST.PA-NOM.SG.F
vien-a kambar-yje.
one-NOM.SG.F T00m-LOC.SG

‘T have never slept alone in a room before. [http://tinyurl.com/p6x5dzj, ac-
cessed 4 March 2015.]

(8) As es-u ne-miegoj-us-i pusantr-os
INOM AUX-PRS.1SG NEG-sleep-PST.PA-NOM.SG.F one.and.a.half-GEN.sG
par-os.
24.hours-GEN.SG

‘Thave not slept for 36 hours. [http://tinyurl.com/nutcglyj, accessed 4 March
2015.]

10
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Examples like (7) with the negation on the auxiliary (henceforth “higher
negation”) are used when the speaker denies the relevance of the situation
denoted by the verb phrase, e.g. asserting the lack of experience of participating
in the relevant event. By contrast, examples like (8) with the negation attached
to the participle of the lexical verb (“lower negation”) are used to assert the
result of not having participated in the event; thus, (8) denotes the state of
the speaker resulting from her not having slept for 36 hours. Importantly, the
two constructions differ with respect to the types of adverbials they co-occur
with and their scope; higher negation freely admits adverbials of universal
quantification like niekada ‘never’ or gyvenime ‘in the lifetime’, denoting the
time span of the perfect state. However, such adverbials are rarely if at all
attested in sentences with lower negation; here various durational adverbials
are found, and what they take in their scope is not the perfect state but rather
the negated event: in (8) it is “not sleeping” that lasted for 36 hours.?

The “duality” of negation in the periphrastic perfect illustrated above is
a fully systematic phenomenon in Lithuanian, amply attested in the existing
corpora and recognized by native speakers. Below I give several further ex-
amples illustrating the sometimes subtle contrast between the higher and the
lower negations.

(9) Nei vien-o blog-o komentar-o apie  j-uos
nor one-GEN.SG.M bad-GEN.sG.M comment-GEN.SG about 3-ACC.PL.M
ne-s-u skaici-us-i.
NEG-AUX-PRS.1SG read-PST.PA-NOM.SG.F
‘Thave not read a single bad comment about them.’ [http: //tinyurl.com/mgxryty,
accessed 4 March 2015.]

In (9) the existence of any event of reading is denied, highlighted by the use of
the universal quantifier nei vienas ‘not a single’; although the situation in (10)
is superficially similar, here the speaker uses the lower negation to assert her
being in the state of not having read some books and imply that not having
read them is a fact important for the current discourse. From the data at hand
it appears that this kind of discursive highlighting of the negative event by

It has to be acknowledged that in (8) the temporal adverbial indicates not only the duration of
the non-sleeping event, but also the duration of the perfect state as well; examples like (8) could
be argued to constitute the only cases when Lithuanian perfect appears to have the “universal”
meaning. However, such an interpretation is most likely to arise pragmatically: normally, for the
resultant state of the non-occurrence of the event to hold, the event should not occur during
the time span of this state. There are examples, however, when this pragmatic implication is
overridden, see (19) below.

11
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overtly marking it as such is one of the primary uses of the construction with
the lower negation in Lithuanian.

(10) Nors yra keli-os knyg-os, kuri-y dar
though be.Prs.3 several-NOM.PLF book-Nom.PL which-GEN.PL yet
es-u ne-skaici-us-i.
AUX-PRS.1SG NEG-read-PST.PA-NOM.SG.F
‘Though there are several books [by that author] which I have not yet read.
[http://tinyurl.com/lyvn7s7, accessed 4 March 2015.]

In the following examples with the verb mokytis ‘study’ we observe a
similar contrast: in (11) with the higher negation it is denied that the subject
has an experience of purposefully studying a craft, while in (12) the fact ‘did
not study in the 3" grade’ is asserted and its consequences are discussed.

(11) Si-o amat-o j-is néra specialiai
DEM-GEN.SG.M craft-GEN.SG 3-NOM.SG.M NEG+AUX.PRS.3 specially
mok-gs-is...
learn-PST.PA.NOM.SG.M-REFL
‘He has not specially studied this craft... (LKT)

(12)  Teko su juo atskirai padirbéti ir labai daug, visus metus, kad galéty baigti
ketvirta,
nes  buv-o ne-si-mok-e¢s treci-oje
since AUX-PST.3 NEG-REFL-learn-pST.PA.NOM.SG.M third-LOC.SG.F
klas-éje.
grade-LOC.SG
‘We had to work with him separately and for a long time, for the whole year,
in order for him to be able to finish the fourth grade, since he had not studied
in the third grade’ (LKT)

Of course, in many cases there is very little if any truth-conditional differ-

ence between the upper and the lower negations, and both constructions can
sometimes be used in the same contexts, like in (13) and (14).

12
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(13) Taurag-és rajon-o savivaldyb-¢é dar néra

Tauragé-GEN.SG district-GEN.sG municipality-NOM.SG yet NEG+AUX.PRS.3
grazin-us-i 2 milijon-y lit-y i$
return-pPST.PA-NOM.SG.F 2 million-GEN.PL litas-GEN.PL from
pasiskolint-y 6 milijon-y lit-y.
borrowed-GEN.PL 6 million-GEN.PL litas-GEN.PL

‘The municipality of the Tauragé district has not yet returned 2 million litas

from the 6 million loan.’ [http://tinyurl.com/kt6ckwv, accessed 7 March 2015.]

(14) Tatiau ministr-é dar yra ne-grazin-us-i 218
however minister-NOM.SG yet AUX.PRS.3 NEG-return-pST.PA-NOM.SG.F 218
tukst. lit-y paskol-os.
thousand litas-GEN.PL loan-GEN.SG
‘However the minister has not yet returned the 218 thousand litas loan.’ [http:
//tinyurl.com/1lgerbys, accessed 7 March 2015.]

The difference between the two constructions of the negated perfect in Lithuanian
can be informally summarized as follows: the higher negation involves the
denial of the result of an event (and normally implies the non-occurrence of
the event itself), while the lower negation makes an assertion about the state
resulting from the non-occurrence of an event. In other words, the morpho-
syntactic position of negation iconically reflects the mutual scope of negation
and perfect:

higher negation: NEG > PERF
lower negation: PERF > NEG

Below I will attempt to present a tentative compositional account of the differ-
ence between the higher and the lower negations in the Lithuanian perfect.
I analyse the meaning of the Lithuanian perfect in line with the proposal by
Nishiyama & Koenig (2010) that the perfect introduces an unspecified state
whose identity is supplied by the context. However, since the Lithuanian per-
fect is arguably more restricted with respect to the possible interpretations
of the perfect state than the English perfect, I hypothesize that the Lithuanian
perfect introduces also a contextually specified relation R between the event
and the state (akin to the “free relation” invoked in the semantic description
of genitive modifiers by Partee & Borschev 1998). Besides that, the fact that
the Lithuanian perfect does not have a “universal” reading is captured by
specifying that the event denoted by the verb phrase is located before the
reference time, see (15).

13
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(16)  [PERF ]| = APAt. 3s3eAR[P(e) A R(e,s) A t(e) < t A 7(s) ® t]

Under such an analysis, the interpretation of the affirmative sentence with the
perfect such as (6a) repeated here as (16a), will look like (16b) (sp is ‘speaker’
and st is ‘speech time’).

(17) a  Es-u miegoj-us-i.
AUX-PRS.1SG sleep-PST.PA-NOM.SG.F
‘I [female] have slept.

b. TP
3t3sJedR[sleep(e, sp) A R(e, s)
At(e) <tAT(s) @t At =st]

/\

Tegs AspP
AP 3t[P(t) At =st]  At.dsJedR[sleep(e, sp) A R(e, s)
At(e) < tAT(s) ® t]

/\

ASpPERF VP
APAt.3s3e3R[P(e) A R(e,s)  Ae.sleep(e, sp)

At(e) <t AT(s) @ t] /\

DP A%
sp Axdesleep(e, x)

The corresponding sentence with the higher negation, i.e. (6b) repeated here
as (17a), is represented in (17b); I assume that the higher negation is located
between Asp and T, thus yielding an intuitively acceptable interpretation that
at the reference time (in this case coinciding with the speech time) there is no
state related to an event of “my sleeping”; a more sophisticated analysis, e.g.
along the lines of Kratzer 1989 is also feasible.

(18) a. Ne-s-u miegoj-us-i.
NEG-AUX-PRS.1SG sleep-PST.PA-NOM.SG.F
‘T have not slept’

14



b. TP
Jt—~3s3edR[sleep(e, sp) A R(e, s)
At(e) <tAT(s) @t At =st]

/\

Togs NegP
AP 3t[P(t) At = st]  At.~IsTedR[sleep(e, sp) A R(e, s)
At(e) <t AT(s) ® t]

/\

Neg AspP
NEG = AP.-P  At.3s3edR[sleep(e, sp) A R(e, s)
At(e) <t AT(s) @ t]

/\

ASPPERF VP
APAt.3sdedR[P(e) A R(e,s)  Ae.[sleep(e, sp)]

At(e) < t A 1(s) ® t] /\

DP \%

P. Arkadiev

sp Axlde.[sleep(e, x)]

Es-u ne-miegoj-us-i.
AUX-PRS.1SG NEG-sleep-PST.PA-NOM.SG.F
‘Thave not slept.

15

The compositional representation of constructions with lower negation such
as (6¢) repeated below as (18a) is at first glance also fairly straightforward. To
account for the intuition that in such sentences the perfect has scope over
negation, the negative morpheme has to attach below Asp, as in the tentative
representation in (18b).
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(20) TP
dtdsdedR[—sleep(e, sp) A R(e, s)
AT(e) < tAT(s) @ t At = st]

/\

Togs AspP
AP 3t[P(t) At = st]  At.IsTeIR[-sleep(e, sp) A R(e, s)
At(e) <t AT(s) @ t]

/\

ASPPERF VP
APAt.3s3e3R[P(e) A R(e,s)  Ae.—[sleep(e, sp)]

At(e) <t AT(s) @ t] /\

Neg VP
AP.AP  Je.[sleep(e, sp)]

T

DP \%
sp Axlde.[sleep(e, x)]

An objection can be raised against the representation in (18b), since the purely
logical negation does not in fact yield the adequate semantic interpretation.
Indeed, the negated VP in (18b) denotes the set of events complementary to
the set of sleeping events whose subject is the speaker, which is evidently too
broad an extension (e.g. a sleeping event whose subject is someone else would
fall into it). What sentences like (18a) and other similar examples discussed
above express, however, is not the result of any possible event outside of the
extension of the non-negated VP, but rather the result of the non-occurrence
of a contextually expected event from the extension of the VP (cf. the above
quotation from Stockwell, Schachter & Partee 1973 regarding the “breaking
of a habitual or expected pattern of activity”, or Higginbotham 2000: 73-74).
Therefore, the lower negation cannot be the logical negation pure and simple
and should rather instantiate an operator yielding negative events of the type
discussed in de Swart & Molendijk 1999 or Higginbotham (2000: 74-75).3 1
will not, however, pursue this option here, since, first, the fleshing out of all
formal details of the analysis is not my goal, and, second, because the issue of
the correct representation of the meaning of linguistic negation and its largely
pragmatically determined “flavours” is much broader than the rather modest
scope of the present study. To this I will only add that such a “more complex
negation” is certainly needed for the fully adequate description of the higher

3 Another potential solution would be the one along the lines of Champollion 2010.
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negation as well, since the representation of (17b) yields truth conditions too
loose to accurately reflect the meaning of (17a).

However formally represented, the crucial point of the current analysis is
that the perfect in Lithuanian can scope over negation, which, given that what
the perfect applies to is an event description, implies that negation can operate
on “positive” events and yield “negative” events (cf. de Swart & Molendijk 1999).
This not only aligns well with the informal intuition about examples like (8),
(10), (12) and (14), but finds support in the already mentioned fact that perfects
with the lower negation can combine with temporal adverbials indicating
the duration of the negative event itself, as in (8) or especially (19a) below,
since adverbials of duration take scope over events, and not, for instance,
propositions (see e.g. Krifka 1989). The simplified semantic representation of
the AspP of (19a) is given in (19b).

(21) a. O armij-oje es-u ne-miegoj-es tr-is
and army-LOC.SG AUX-PRS.1SG NEG-sleep-PST.PA.NOM.SG.M three-Acc.pL
par-as.
day-acc.pL
‘When I was in the army I [once] did not sleep for three days. [http:
//tinyurl.com/pxb28nh, accessed 9 March 2015.]

b. AspP
At.3sdedR[-sleep(e, sp) A 7(e) = 3.days
AR(e,s) A t(e) < t A1(s) @ t]

/\

ASpPERF VP
APAt.3s3e3dR[P(e) A R(e,s)  Ae.[sleep(e,sp) A 7(e) = 3.days]

At(e) < t A T(s) ® t] /\

AdvP VP
APAe.[P(e) A T(e) = 3.days]  Ae.7[sleep(e, sp)]

T

Neg VP
AP.=P  le.[sleep(e, sp)]

T

DP \%
sp  Axlde.[sleep(e, x)]

Given that the Lithuanian clause contains two sites for the attachment and
interpretation of negation, it is not surprising that examples of double negation
with the perfect are also attested, cf. (20) and (21), denying the existence of
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negative event of non-helping or non-coming, respectively, cf. a very schematic
semantic representation in (22).

(22) Niekada ne-s-u ne-padéj-es Zmog-ui
never  NEG-AUX-PRS.1SG NEG-help-PST.PA.NOM.SG.M person-DAT.SG
vien dél to, kad jis yra vienos ar kitos partijos narys.
‘It has never been the case that I didn’t help a person just because he was a
member of a particular party. (LKT)

(23) Ir dar niekada ne-buv-o ne-atéj-es ar
and yet never  NEG-AUX-PST.3 NEG-cOme-PST.PA.NOM.SG.M Of
pavélav-es.
be.late-PST.PA.NOM.SG.M
‘And it has never been the case that he didn’t come or was late. (LKT)

(24) —3sTe.mP(e) A Re,s)

I hope that the above discussion has demonstrated the relevance of negative
events for the morphosyntax-semantics interface of Lithuanian, and has shown
that a compositional analysis is both necessary and feasible for an adequate
account of these data, although the full presentation of all the details of such
an analysis is beyond the scope of this paper. I would like to conclude my
article by pointing out that parallel phenomena exist in English as well, though
they have not received enough attention in the literature. It has been observed
in McCawley (1999: 179) that the English perfect can interact with negation in
basically the same two ways as has been shown above for Lithuanian, cf. (23)
and (24) and the quotation from McCawley.

(25)  John hasn’t received any encouragement.

(26)  John has [ not returned my calls ] many times.

“In [(23)], one says that (in the relevant past interval that stretches
up to the present) there is no event of John receiving some en-
couragement; in [(24)], one says that there are many past events
of John not returning my calls” (McCawley 1999: 179)

Thus, according to McCawley, in English the perfect can have scope over
negation, in contradiction to, e.g., Janssen (1983: 84), who claimed that “neg-
ation always has wider scope than the perfect”. McCawley’s observation is
corroborated by Zanuttini (1996: 189-190), de Swart & Molendijk (1999: 19) and
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de Swart (2012: 773-776); for example, Zanuttini (1996) gives the following
pair of examples notable for the clear formal (word order) distinction between
the “higher” and the “lower” negations:

(27) a.  Mary hasn’t always paid taxes. (NEG > PERF > ‘always’)

b.  Mary has always not paid taxes. (PERF > ‘always’ > NOT)
(Zanuttini 1996: 189)

In (26) and (27) non-constructed examples with such “split” negated Perfect
are given:

28 They really love nursery and have sometimes not wanted to come home!
Y Yy Yy
[http://tinyurl.com/mvvyvou, accessed 11 March 2015.]

(29) I have often not slept or eaten for 2 days at a time. [http://tinyurl.com/
oxntpop, accessed 11 March 2015.]

It must be noted, however, that such examples of “split Perfect” are quite rare
in modern English: according to BNC (100 mil. words), the strings have/has
sometimes/often/always not occur 10 times, while the string has/have not occurs
about 11,000 times.4

Finally, as Zanuttini (1996: 189—190) observes, in Italian both the “higher”
(252) and the “lower” (25b) interpretations of negation can only be expressed
by a construction with the negation modifying the auxiliary (28a); attaching
the negation to the participle of the lexical verb is ungrammatical, cf. (28b).

(30) a.  Maria non ha sempre pagato le tasse.
‘=252, 25b" (Zanuttini 1996: 190)
b. *Maria ha sempre non pagato le tasse.
intended ‘=25a’

In sum, though from a purely logical stand the “lower” scope of negation
with respect to the perfect, serving as an important piece of evidence for the
existence and grammatical relevance of negative events, can well be universal,
languages differ in whether they have morphosyntactic means to overtly dis-
tinguish between these two semantic construals, as well as in the extent to
which they employ such means (see Arkadiev 2013 and Arkadiev forthcoming
for more cross-linguistic data). Lithuanian presents a clear example of a lan-
guage where the difference in semantic scope is reflected in the morphosyntax

As a side note it is worth observing that examples like (26) and (27) are not even mentioned in a
800-page long study of the English verb phrase by Declerck (2006).
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in the most iconic way.

Sources

BNC — British National Corpus, http://www.natcorp.ox.ac.uk/
LKT — The Corpus of Modern Lithuanian, http://tekstynas.vdu.lt

20


http://www.natcorp.ox.ac.uk/
http://tekstynas.vdu.lt

3

Pair-list answers in naive speakers and

professional linguists

Asya Achimova, Peter Staroverov, Viviane Déprez and Julien
Musolino

3.1 Introduction

Informally collected grammaticality judgments have probably been the most
widely used kind of data in generative linguistics. Although such judgments
can be pretty robust (Sprouse & Almeida 2010, 2012a, Sprouse, C. T. Schiitze &
Almeida 2013), disagreements among professional linguists in their judgments
of particular sentences have doubtlessly arisen. In such cases, collecting judg-
ments in a formal experimental setting has proven useful (C. T. Schiitze 1996,
2009, Kawahara 2011, C. T. Schiitze & Sprouse 2014). Moreover, professional
linguists have sometimes been reported to differ in their judgments from
naive speakers of the same language (Spencer 1973, Gordon & Hendrick 1997,
Culbertson & Gross 2009, Dgbrowska 2010, Gibson & Fedorenko 2010, 2013).
This latter kind of disagreement, if upheld, could be particularly worrisome
as they carry implications that linguists could have concerned themselves
with phenomena that are largely idiosyncratic to their group (as some authors
conclude, see e.g. Gibson & Fedorenko 2010, 2013).

However, before such negative conclusions can be drawn, we need to
gain a better understanding of the nature of the difference in grammaticality
judgments between professional linguists and naive speakers (C. T. Schiitze
& Sprouse 2014). This paper compares naive speakers and linguists in an ex-
perimental study of semantic acceptability judgments for scopally ambiguous
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sentences. We show that, as a group, naive speakers and professional linguists
give similar judgments. However, it also turned out that some naive speakers
(about 30% in our initial study) were likely to accept scopal interpretations
previously judged unacceptable by most linguists. A further investigation of
this difference in two follow-up studies, showed first that naive speakers are
more susceptible to task effects than linguists, and second, that they may be
more likely to unconsciously accommodate a sentence to a correct one via
lexical substitution. When these effects are appropriately controlled for, naive
speakers’ judgments become closer to those of linguists. Consequently, this
study argues that while naive speakers and professional linguists have the
same grammatical competence, the judgments of the former are more likely
than those of the latter to be affected by performance factors (Spencer 1973,
Newmeyer 1983, 2007, Devitt 2006). Furthermore, such performance factors
may be especially strong when judgments concern subtle semantic distinc-
tions that are bound to particular situations, rather than more straightforward
grammaticality ones.

The paper is structured as follows. In Section 3.1.1 we review the liter-
ature concerned with naive speakers’ vs. professional linguists’ judgments.
Section 3.1.2 briefly introduces the linguistic phenomenon used in our study.
Section 3.2 describes our Experiment 1, which compares naive speakers and
professional linguists in their judgments of semantic acceptability. Section 3.3
describes two follow-up studies designed to further investigate the nature of
the qualitative differences that surfaced between linguists and naive speak-
ers. Section 3.4 presents the cumulative discussion of the results and our
conclusions.

3.1.1  Grammaticality Judgments and the Judgment Providers

In a recent review article C. T. Schiitze & Sprouse (2014: 27) cite the choice
of a population of judgment providers as “one of the most contentious as-
pects of judgment data”. Indeed there is a growing literature documenting
the differences between professional linguists and naive speakers in their
judgments (Spencer 1973, Gordon & Hendrick 1997, Culbertson & Gross 2009,
Dabrowska 2010). In most of these studies the reported differences between
the two groups are qualitative rather than quantitative. While overall naive
speakers as a group behave statistically very similarly to professional linguists,
the patterns of variation by subject diverge. The present study reveals a similar
pattern with respect to semantic acceptability judgments.
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Two kinds of explanations have been offered for the observed differences
between naive speakers and linguists. First, it has been suggested that linguists
could be subconsciously biased towards giving judgments that confirm their
own theoretical beliefs (Edelman & Christiansen 2003, Ferreira 2005, Wasow &
J. Arnold 2005, Gibson & Fedorenko 2010, 2013). Dgbrowska (2010) addressed
this concern in a study of how professional linguists rate island effects. Island
effects represent important empirical phenomena extensively investigated
within the generative grammar framework. At the same time, the grammatical
nature of island effects has been questioned both among generative linguists
and among functional linguists alike. In a study that compared island violations
ratings by generative linguists with those of functional linguists, Dagbrowska
(2010) showed that the generative linguists turned out to rate island violations
as more acceptable than the functional linguists did, as if the former were
biased against their own theoretical conclusions.

Second, differences between linguists and naive speakers have been attrib-
uted to a heightened sensitivity by the former to relevant differences, or a
greater capacity to ignore certain irrelevant factors that affect the overall
sentence well-formedness (Spencer 1973, Newmeyer 1983, 2007, Devitt 2006).
It was observed that linguists can potentially more easily abstract away from
individual lexical items, the plausibility of scenarios they are assessing, the
complexity of sentences — the factors introducing confounds that can interfere
with acceptability judgments in naive speakers. In short, it would seem that
linguists understand better what the task is. Although the linguists” heightened
sensitivity can be difficult to prove, there is some existing experimental evid-
ence that provide suggestive support for this type of explanation. Culbertson
& Gross (2009)sought to investigate the role of expertise on judgments by
looking at how consistent speakers of each group turn out to be. Defining
judgment reliability as consistency in responses in different circumstances,
regardless of accuracy, they tested professional linguists with substantial ex-
perience in syntax, students with at least 1 course worth of experience in
generative syntax, and a group of naive subjects with no experience in cognit-
ive science. A comparison of students who had experience in generative syntax
and of another student group who only had experience in other domains of
cognitive science was intended to help revealing whether the amount of task-
specific knowledge affects the quality of judgments. Subjects were asked to
evaluate sentences from a syntax textbook (Haegeman & Guéron 1999).The
analysis shows that speakers with some task-specific knowledge were more
consistent in their responses as a group (showed less variability), and hence
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were more reliable. The authors acknowledge the fact that consistency does
not necessarily imply reliability in terms of actual reflection of true syntactic
processes. However, they suggest, it seems rather implausible that a group of
naive speakers could have had more accurate judgments than speakers with
some level of expertise for no particular reason.

Interestingly, the amount of experience in linguistics did not affect the
consistency of judgments in any substantial way. Culbertson & Gross (2009)
suggest that the uniformity of judgments is achieved through minimal task
specific knowledge, and does not reflect knowledge of linguistic theory. In
other words, the divide would lie between speakers who have never performed
linguistic judgment tasks as opposed to those who have had some experience
participating in such tasks (see also Devitt 2010, Gross & Culbertson 2011
for further discussion). As we will see, the results of the present study go in
the same direction. They suggest that linguists are indeed more sensitive to
subtle semantic differences than naive participants, but also show that certain
manipulations of the judgment task can make it easier for naive speakers to
detect the relevant linguistic distinctions (see also Fanselow 2007, Grewendorf
2007, Haider 2007).

A final important issue, that we only partially address here, concerns
potential distinctions between judgments that are reported in the linguistic
literature and judgments by linguists or naive speakers that are elicited in
controlled experiments (Gibson & Fedorenko 2010, 2013, Sprouse & Almeida
2012a). Concerned with this issue, Gibson & Fedorenko (2013) examined a
number of case studies; one of these involves superiority violations in multiple
wh-questions. According to the Superiority condition (Chomsky 1973), in a
well formed muliple wh-question (direct or embedded) that contains both a
subject and an object question, it is the wh-subject phrase, i.e. the hierarchically
highest phrase that must front and the wh-object, i.e the structurally lowest
phrase, that must remain in its original position, as in (1). Cases in which the
reverse occurs lead to unacceptability, as in (2) as the Superiority condition is
violated.

(1)  Peter knows who bought what.
(2) *Peter knows what did who buy.
(3) Peter knows what did who buy where.

However, according to Bolinger (1978) and Kayne (1983), the addition of third
wh-phrase, such as where in (3), is reported to improve the acceptability of
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such superiority violation. Gibson & Fedorenko (2013) put this claim to an
experimental test using embedded questions. They found, contra existing
claims in the theoretical literature, that naive speakers found no differences
between sentences like (2) and (3) and proceeded to conclude that naive
speakers data collected in experimental conditions had to be used to avoid
possible bias effects that could lead theoretical generalizations astray.

Conclusions of Gibson & Fedorenko (2010, 2013) were later challenged
in a number of papers (Culicover & Jackendoff 2010, Sprouse & Almeida
2010, 2012b). Sprouse & Almeida, in particular, questioned the logic of their
conclusions arguing that differences found between judgments reported in the
literature and data elicited from naive speakers do not constitute evidence that
the latter type of data is the only reliable one. Existing large-scale controlled
studies of syntactic judgments have indeed confirmed that the majority of
informal judgments reported both in textbooks (Sprouse & Almeida 2012a)
and in linguistic journals (Sprouse, C. T. Schiitze & Almeida 2013) are reliably
replicated experimentally with naive participants.

The present study compares three groups of speakers judging the asymmet-
ric availability of pair-list answers in identical experimental settings: under-
graduate students, Ph.D. candidates in linguistics, and professional linguists
with a Ph.D. We show that, overall, judgment patterns are consistent across
groups, although individual patterns of variation can emerge. Importantly, we
also show that judgments across different groups of speakers can be collect-
ively similar even for sentences whose acceptability has been debated in the
literature, as our brief review section of the literature on the relevant linguistic
phenomenon attests.

3.1.2 Subject-object Asymmetries in Wh-/quantifier Interactions

In their ability to variably license so called pair-list answers, or PLAs for short,
questions with quantifiers are a prime example of the linguistic complexity
that characterizes the interactions of scope bearing elements. Observing that
PLAs are only available for questions in which a universal quantifier occurs
in a subject position, as in (4), but not for questions in which the quantifier
occurs in an object position, as in (5), May (1985) can outscope wh-elements
that are fronted above them only under syntactically limited circumstances.

(4)  Which boy did every girl kiss?
Mary kissed John, Sue kissed Nick, and Helen kissed Michael.
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(5)  Which girl kissed every boy?
*Mary kissed John, Sue kissed Nick, and Helen kissed Michael.

A number of distinct accounts for the rather famous contrast in (4-5) long
regarded as a standard case of the subject-object asymmetry have been pro-
posed (May 1985, Chierchia 1993, Beghelli 1997, Agiiero-Bautista 2001). While
all existing accounts converge in predicting the asymmetry given in (4-5),
the various proposed theories diverge in the consequent set of varying empir-
ical predictions they make in regards to modifications of this basic paradigm.
Although our experiments focus on the judgments that are common to all
accounts, it is important to note that various data points remain controversial
in the literature, offering evidence that the judgments data surrounding this
particular research question are far from trivial.

The original account in May (1985) treats the asymmetry in (4-5) as a
consequence of a general syntactic principle: in (5), the object quantifier fails
to outscope the question term, because its LF movement would violate the Path
Containment Condition (Pesetsky 1982) by crossing the movement path of the
wh-item. As shown by Beghelli (1997), however, there are lexical differences
among quantifiers in regards to the basic asymmetry: strongly distributive
quantifiers like each appear to be able to outscope a question term even
when they occur in object positions (see also Williams 1988, Szabolcsi 1997a,
Agiliero-Bautista 2001) as witnessed by their ability to have PLAs in questions
like (6). Beghelli takes this to show that each, unlike every, can raise to the
specifier of a designated projection Dist(ributive)P, located higher than IP,
from which it can bind the variables introduced by the wh-phrase (Beghelli

1997).

(6)  Which girl kissed each boy? PLA ok.
[cp Which girl; [biste €ach boy; [ip t; [kiss [wp t;1:]11]

For him, on the other hand, weakly distributive quantifiers like every that are
lexically underspecified for distributivity cannot raise to DistP.

Focusing on the nature of question terms in contrast, Chierchia (1993)
suggests that PLAs may be available with an object quantifier in questions
with a semantically plural wh-term like who, but not with a strictly singu-
lar question term like which in (5). Chierchia further proposes to analyze
restrictions on PLAs as a consequence of general binding conditions, and more
specifically, as resulting from Weak Crossover effects that prevent the binding
of a pronominal variable by a non-c-commanding quantifier. Notably, such
effects are suspended with semantically plural pronouns, thus explaining why
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PLA could be unrestricted with plural questions terms. Similar judgments for
who-questions are reported in Agiiero-Bautista (2001), for whom the ability
for a wh-phrase to give rise to PLAs depends on restrictions that govern the
reconstruction of a question term below the interacting quantifier according
to the presuppositional status of a wh-phrase, and not its plurality.

Table 3.1 summarizes the empirical predictions of the accounts briefly
reviewed above.!

Subject questions May (1985)  Beghelli (1997)  Chierchia Agiiero-Bautista
(1993) (2001)

Who kissed every - - + +

girl?

Which boy kissed - - - -
every girl?

Which boy kissed - + +
each girl?

Table 3.1: Availability of pair-list answers for subject questions with object
quantifiers.

As discussed in details in Achimova, Déprez & Musolino (2013) and as
shown by Table 3.1, all these accounts agree on the unavailability of PLAs for
questions like (5) (which interacting with every) and also manifest a relative
consensus on availability of PLAs for questions like (6) (which interacting with
each).However when it comes to the potentially plurality of who and the use
of which in plural contexts, the predictions diverge. The availability of PLAs to
questions with quantifiers thus presents an ideal testing ground for assessing
the differences between linguists and naive speakers. The reported judgments
in this case involve a subtle and complex semantic phenomenon, and manifest
both partial convergence and debated discrepancies in the literature.

3.2 Experiment I: Professionals vs. Naive Speakers

3.2.1 Methods

Design The experiment was designed to test whether the predicted subject-
object asymmetry exemplified in (4-5) above can be verified for three groups of

1 Plus signs indicate that a PLA is predicted to be possible and minus signs — unavailable.
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speakers differing in their level of linguistic training. We kept the question/an-
swer pairs as close as possible to those discussed in the literature. Crossing
the factors resulted in a 2 X 2 X 2 X 3 design: 2 (quantifier position: subject vs.
object) X 2 (answer type: single vs. pair-list) X 2 (wh-type: who vs. which) X 3
(undergraduate students, Ph.D. candidates in linguistics, professional linguists
with a Ph.D.).

Participants The undergraduate group contained 33 psychology students
who received course credit for their participation. We also tested 32 Ph.D.
candidates in linguistics, and 28 professional linguists holding a Ph.D., all
native speakers of English. We recruited our subjects through the Linguist
List. Professional linguists were also asked whether they were familiar with
the literature on wh-/quantifier interaction and pair-list answers. The level
of familiarity with the topic did not affect the ratings to target items in the
experiment (p = 0.55).

Materials and procedure Each trial consisted of a questions/answer pair.
The task was to determine whether that particular answer was a possible
answer to the relevant question on a 1-7 scale, where 1 was ‘definitely no’ and
7 ‘definitely yes’. A sample question is given in (7).

(7)  Which driver took everybody home last night?
Tom took Ms. Franko, Bob took Ms. Dombovski, and Jack took Mr. Perkins.

Participants were asked to rate 32 critical items and 60 control/filler statements
which included questions with clearly acceptable or unacceptable answers,
as well as questions with pragmatically odd answers. The experiment started
with the presentation of three trial stimuli. Participants then took the main
test that lasted between 15—-20 minutes.

3.2.2 Experiment I: Results

The analysis was performed using cumulative link mixed models (R package
‘ordinal’). We first fit a model with ratings as a dependent variable and type of
answer as an independent variable, random effects include random intercepts
for subjects and items and random slopes for subjects. As expected, single
answers received higher ratings (mean = 6.8 on a 7-point scale) than PLAs
(mean = 5) (f = 4.4, SE = 0.513, p < 0.01). Single answers serve as control,
showing that subjects had no problems dealing with questions containing
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Figure 3.1: Subject/object asymmetry for different groups of speakers

universal quantifiers overall. From now on, our analysis focuses solely on
PLAs since it is about their distribution that conflicting claims are made.

The analysis confirmed a significant effect of quantifier position: PLAs
to questions with subject quantifiers received higher ratings, than PLAs
to questions with object quantifiers as predicted by all approaches (f =
2.49,SE = 0.36,p < 0.01). Professional linguists did not differ from either
naive subjects (f = 0.42, SE = 0.57, p = 0.46), or Ph.D. students in linguistics
(6 = —0.39,SE = 0.57,p = 0.49) with regards to this type of question/ an-
swer pair. These results confirm the literature findings of the subject-object
asymmetry in the distribution of PLAs for all the tested populations.

We now turn to a more detailed analysis of the responses. Figure 3.2 shows
the distribution of ratings assigned by the speakers to PLAs in questions with
object quantifiers. Further analysis revealed that among naive speakers at
least 30% assigned a rating of 6 or 7 to such question-PLAs pairs, in contrast
to the predicted unavailability of PLAs in such cases (May 1985, Beghelli
1997). However, the number of speakers showing no subject-object asymmetry
appears to diminish with expertise. It is smallest for professional linguists.
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Ratings for pair-list answers
Questions with an object quantifier
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Figure 3.2: Distribution of ratings (averages across 8 items of a given type)

3.2.3 Experiment I: Discussion

The results of Experiment I are generally in line with what is typically observed
in the literature (see 3.1.1). On the one hand, professional linguists, Ph.D.
candidates, and naive participants as a group give very similar results, and all
groups confirm the presence of the subject-object asymmetry. On the other
hand, the patterns of variation in judgments are different between the three
groups. While very few professional linguists with a Ph.D. judged PLAs to
object-quantifier questions to be possible, more Ph.D. students in linguistics
did so (i.e. consistently rating these 6 or 7), and even more naive participants
(at least 30%).

Could this pattern of judgments indicate that 30% of the naive participants
have a different grammar (being then perhaps less likely to become linguists)?
We contend that this is rather unlikely, and suggest instead that naive parti-
cipants could be more amenable to ignoring certain confounds. For one thing,
naive participants may be more willing to accommodate than linguists. When
accepting PLAs to object-quantifier questions with every, undergraduate stu-
dents may unconsciously accommodate the distributivity of every, making
it, in relevant respects, more similar to the quantifier each. Recall from Sec-
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tion 3.1.2 that strongly distributive quantifiers like each are known to escape
the subject-object asymmetry observed with the pseudo-distributive ones like
every (Beghelli 1997). If some of our naive participants subconsciously accom-
modated every to each, this would predict a higher acceptability ranking for
object-quantifier questions®. In Experiment 2, we show that this subconscious
lexical accommodation can be avoided when participants are asked to judge
sentences with every alongside sentences with each, thus increasing their
awareness of the contrast.

Another possible reason why relatively many naive participants seem to
accept the supposedly ungrammatical PLAs may have to do with the set up
of the task. Naive speakers lack the experience of producing acceptability
judgments, and therefore may be more susceptible to noise that could be
introduced by the choice of fillers and control items in an particular experiment.
We address this concern in Experiment 3.

3.3 Follow-up Experiments

The experimental methods for both Experiment 2 and Experiment 3 were
essentially the same as for Experiment I, although only naive speaker parti-
cipants took part in the follow-up studies. In Experiment 2 participants were
asked to judge answers to questions with that vary the type of quantifier
every vs. each in addition to its position. As a consequence, it is plausible to
suppose, that their awareness of the contrast between these two quantifiers
was sharpened, making them less likely to accommodate every to each. We
see in Figure 3.3 that this resulted in a shift of the mode of ratings for every
object-quantifier questions as compared to the results of Experiment 1, sug-
gesting that the contrast between every vs. each is indeed relevant to naive
speakers’ judgments.

In Experiment 3, we asked naive speaker participants to perform the same
task but the number of items per condition was increased up to 20, and a
binary yes/no judgment was used instead of a scale. The set of controls was also
modified: instead of using pragmatically incoherent answers as unacceptable
items (8), questions with downward entailing quantifiers such as nobody, most,
and few were used, resulting in pairs like (9).

Interestingly in this regards, naive speakers behave not unlike preschoolers for whom as Achimova,
Syrett, et al. (submitted) show, the distributivity contrast between each and every is inexistent.
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Ratings for pair-list answers
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Figure 3.3: Naive participants

(8) Did you read every book on the list?
Yes, I read 3 out of 8

(9)  Who did nobody see?
Mary didn’t see John, Sue didn’t see Nick, and Helen didn’t see Mike.

The results of Experiment 3 are summarized in Figure 3.4.

If displaying the expected subject-object asymmetry, participants are pre-
dicted to accept PLAs with subject-quantifier but not with object-quantifiers
questions. Hence, data points should cluster in the upper left part for each of
the right and left graphs (high rating/acceptance rate for subject-quantifier
questions, and low rating/acceptance rate for object-quantifier questions).
In the original experiment (left graph) we see that at least 30% of speakers
show similarly high acceptance for PLAs in both the subject- and the object-
quantifier condition. This is not true however for the follow-up (yes/no) exper-
iment, where participants show behavior in line with theoretical predictions:
participants clearly rejected PLAs to questions with object quantifiers.

Because several parameters were modified in this follow-up experiment,
it is possible that all of them contributed in sharpening the subject-object
asymmetry for naive speaker participants. Note, however, that several studies
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Figure 3.4: The effect of control items in an experiment

have shown that using a scale vs. a binary a yes/no judgment task produced
essentially similar results (Bader & Héussler 2010, Kawahara 2011). Increasing
the number of tested items should likewise have little effect on judgment
quality; though possibly help in producing a cleaner quantitative picture of the
responses. Thus the factor that is most likely to be responsible for the effect
observed in Figure 3.4 must come from using a different set of controls/fillers. In
this follow-up experiment, we used controls/fillers that more closely matched
the type of violation expected in the critical items. We conjecture that in being
asked to compare sentences with different quantifier types, the sensitivity to
the task might have been increased. Conversely, it is possible that the set of
controls used in Experiment I created an overly strong impression of deviance
that belittled the comparatively more mild deviance of object-quantifier PLAs
for naive participants. In sum, it would appear that the type of comparison
class items used as controls in a judgment task is of importance in sharpening
the attention of naive speakers to pertinent contrasts.

3.4 Discussion

Pair-wise comparisons of professional linguists, linguistics students and naive
speakers did not reveal an effect of expertise on the ratings in Experiment
I. Thus our experimental results indicate that speakers of all three groups
essentially patterned alike: they manifested a clear subject-object asymmetry
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in their rating of PLA availability, and variability in judgments was present for
all three groups of speakers for the controversial object-quantifier questions
like (5), but not for the subject-quantifier questions like (4).

We observed that judgments tended to get closer to those reported in the
literature (rating a PLA to an object-quantifier question lower) as expertise
increases, yet the analysis revealed no statistical differences between profes-
sional linguists and naive speakers. This implies that data from experts and
naive speakers can be a reliable source of acceptability judgments. This result
is advantageous because naive speaker subjects are often easier to access as
a population, and when useful, experiments can be performed with larger
numbers of speakers.

Our results also offer some insight into the differences that are here ob-
served between linguists and naive speaker participants. In line with the
sensitivity hypothesis outlined in 3.1.1, we argued that linguists are more able
to abstract away from certain performance factors that can act as confounds.
In the case at hand, it appears that there were at least two potential sources
of such confounds. First, Experiment 1 only tested questions with every, but
the availability of very similar questions with each for which the PLAs are
acceptable has apparently led some naive participants to accommodate and
rate PLAs higher than expected from the theoretical literature. Second, the
nature of the fillers and controls used in Experiment 1 may have made it more
likely for naive participants to apply the accommodation strategy, because
unacceptable controls were of a rather different nature than the critical items,
and clearly very degraded, being not just grammatical deviant, but also dis-
cursively incoherent. The results of Experiments 2 and 3 suggest that such
confounds can be addressed by making naive speaker participants more aware
of important lexical contrasts and by choosing control items that set up more
appropriate linguistic contrasts. When these factors are adequately controlled
for, the variation within the group of naive speaker participants becomes
very similar to that observed with more expert linguists in Experiment I. We
conclude that although both naive speaker participants and linguists can give
very consistent judgments, experiments with the former group should be
carefully designed to address the potential effects of scale adjustment and
accommodation. We further submit that the type of controls used in linguistic
experiments should also be detailed as their nature may well be of central
importance in influencing the judgment of non-expert naive speakers.
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Cause in Russian and the formal typology
of coordination and subordination

Oleg Belyaev

4.1 Introduction

Coordination and subordination has been a long-standing problem in syntactic
typology.! While traditional grammar views it as a binary opposition, there
are lots of typological data which put such a simple view of the problem
into question. Various tests that have been proposed in the literature do
not match for individual constructions in individual languages (Zaliznyak
& Paducheva 1975, van Oirsouw 1987, Haspelmath 1995, 2004, Kazenin &
Testelets 2004). The exceptions fall into two broad categories, conveniently
named pseudocoordination and pseudosubordination in Yuasa & Sadock
(2002).

Pseudocoordination involves an otherwise coordinating conjunction or
construction being used in a context involving subordination-like semantics
or function. A familiar example of pseudocoordination is the so-called left-

I am grateful to the audiences of Formal Approaches to Russian Linguistics (Moscow, 19-20 March
2014) and Coordination and Subordination in Lisbon (May 7-9, 2014), especially Denis Creissels,
Ira Eberhardt, Martin Haspelmath, Caroline Heycock, Daniel Ross, and Uli Sauerland. I would
also like to thank the Festschrift team — Peter Arkadiev, Ivan Kapitonov, Yury Lander, Ekaterina
Rakhilina, Pavel Rudnev and Sergei Tatevosov — for their tireless work. Finally, nothing in this
paper would have been possible without Barbara Partee, who introduced me to formal semantics
back in 2009; life has not been the same ever since. Thank you, Barbara!

This research has been supported by the Russian Science Foundation, project no. 14-18-03270
“Word order typology, communicative-syntactic interface and information structure in world’s
languages”.
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subordinating and (;sand) construction in English, describe in Culicover &
Jackendoff (1997):

(1)  You drink one more can of beer and I'm leaving.

In (1), conditional semantics is observed in spite of the use of the coordinating
conjunction and. This construction is not merely functionally unusual. It also
displays a number of subordination-like properties. For example, it cannot,
unlike ordinary coordination, undergo right node raising:

(2) a. BigLouie finds out about that guy who stole some loot from the gang, and
Big Louie puts out a contract on him.
(conditional meaning implied)
b. *Big Louie finds out about __, and Big Louie puts out a contract on __, that
guy who stole some loot from the gang
(Culicover & Jackendoff 1997: 198-199)

Culicover & Jackendoff’s explanation involves a mismatch between syntax and
semantics. Such constructions are treated as being syntactically coordinating
but semantically subordinating. This explains the fact that their linear-order
properties are coordinating, while more semantically-oriented properties such
as the possibility of additional ellipsis types are subordinating.

This approach is extended by Yuasa & Sadock (2002), who introduce the
notion of “pseudosubordination” for mismatches of an opposite kind, i.e. when
subordinating syntax coexists with coordinating semantics. There are two
cross-linguistically widespread examples of such mismatches. One is the so-
called “comitative coordination”, especially widespread in Slavic and neigh-
bouring languages. In this construction, the preposition ‘with’, which is sub-
ordinating in that it selects instrumental case, semantically behaves like a
coordinating conjunction. This is especially apparent due to the fact that the
verb agrees in plural:

(3) Petja s Vasej opozdali / *opozdal  na urok.
P.NoM with ViINs werelater.  waslate.sg to lesson

‘Petya and Vasya were late for the lesson’

A second type of this mismatch involves converb constructions, which are
syntactically subordinating in that they appear in morphologically deranked
and syntactically independent form. However, in many languages they are
used in coordination-like contexts such as clause chaining, and display certain
coordinating properties:
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(4) a *Takeshi-ga kanojo,no uchi-e it-te Hanako;-ga Jiro-no uchi-e
T.-NoM her-Gen house-to go-and H.-Nom J.-GEN house-to
it-ta
gO-PST
‘Takeshi went to her; house, and Hanako, went to Jiro’s house.

b.  Takashi-ga kanojo,no uchi-e  ik-u mae-ni  Hanako,;-ga
T.-NoMm her-Gen house-to go-prRs front-paT H.-NoMm
Jiro-no uchi-e it-te shimat-ta
J.-GEN house-to go-GER have-psT
‘Before Takashi went to her; house, Hanako,; had gone to Jiro’s house’
(Yuasa & Sadock 2002: 96)

The mismatch approach to coordination and subordination is quite promising,
as it allows us to establish a clear connection between the surface properties
of constructions and their meanings (functions). Unfortunately, the notions
“semantic coordination” and “semantic subordination” are themselves rather
vague, and it is never explicitly stated how exactly the surface contrasts under
discussion follow from the semantic differences. More precise definitions can
be provided, but the resulting semantic classification inevitably ends up having
significant differences from the traditional one.

A particularly good example concerns German causal clauses. This lan-
guage has two principal causal subordinators: weil and denn. Clauses intro-
duced by the former display verb-final word order, typical for subordinate
clauses in German, while clauses introduced by the latter display verb-second
word order, typical for main clauses, including main coordinate clauses. There-
fore, syntatically, denn behaves like a coordinating conjunction. In Scheffler
(2013), it is demonstrated that semantic properties of denn-clauses also cor-
respond to coordination. In particular, the causal meaning introduced by this
conjunction cannot be in the scope of negation or modal operators, or in
narrow focus as an answer to a why question:

(5) A: Warum ist Otto zu Hause? B: Weil / * denn es regnet.

‘A: Why is Otto at home? B: Because it’s raining’ (Sohmiya 1975, cited from
Schefiler 2013: 87)

Schefller links this behaviour to the fact that the causal meaning expressed
by denn is not an at-issue meaning, but a conventional implicature (CI) in
the sense of Potts (2005). This explains its scopelessness and also brings it
closer to coordinating conjunctions such as and or but, which display the same
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properties as in ([germanq]) and have therefore been described since Grice
(1975) as introducing CIs. In contrast, weil introduces an at-issue meaning, just
like other subordinating connectives. Therefore, the notions semantic coordin-
ation and subordination can be defined in terms of the Cl/at-issue dimensions.
While the resulting classification is quite different from the traditional one,
it is superior in that clear diagnostics can be provided for each of the clause
combining types.

However, as defined in this way, semantic coordination and subordination
do not seem to correspond to the same notions as employed in Yuasa & Sadock
and Culicover & Jackendoff’s work. Specifically, there are certain constructions
which are “semantically subordinating” according to the Cl/at-issue distinction,
but are “semantically coordinating” according to the behaviour of Right Node
Raising, the Coordinate Structure Constraint, etc. A partiular example of such a
construction is the Ossetic causal pseudocoordinating construction, discussed
in detail in Belyaev (2014). In this construction, the conjunction 3ms ‘and’ is
used together with the dative form of the demonstrative waj ‘that’ in a causal
sense. This construction clearly involves an asserted at-issue causal meaning
which can be questioned, negated, put in the scope of modal operators, etc. At
the same time, long-distance dependencies in this construction (including the
CSC to the extent that it can be tested for Ossetic) all behave according to the
coordinating schema. Word order facts also point towards coordination.

At the same time, Ossetic has another pseudocoordinating construction,
where the conjunction 3ms3 ‘and’ introduces complement clauses. This construc-
tion also has coordinating word order properties, but is fully subordinating
according to both semantics and long-distance dependencies. Therefore, the
data of Ossetic show that, if the mismatch approach is to be maintained, we
need three levels instead of two at which the notions “coordination” and
“subordination” are defined. In Belyaev (2014), I have proposed that this idea
corresponds to the distinction drawn in some theories between two kinds of
syntax: constituent structure and dependency-based structure, both distinct
from semantics. In particular, exactly such a view of grammar is maintained in
the framework of Lexical Functional Grammar (LFG, R. Kaplan & Bresnan 1982),
which distinguishes between c-structure (constituent structure), f-structure
(functional structure), and semantics. Accordingly, I have proposed naming
the corresponding clause combining types as c-, f- and s-coordination and sub-
ordination. Formalization of these notions allows one to clearly delineate the
tests used for each of the levels. There may be mismatches between different
levels, but no mismatching data within a single level.
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In this paper, I will demonstrate how the same distinction can be applied
to causal constructions in Russian, making generalizations across surface data
which have long been treated in separation. The analysis crucially depends
on two key assumptions: first, a formal, truth-conditional view of meaning;
second, a clear separation between syntax, semantics and their interface.
Arguably, these assumptions are necessary prerequisites for any meaningful
theory of clause combining.

4.2 Causal clauses in Russian

Russian has several causal subordinators. This paper will focus on three of
them, potomu ¢to ‘because’ (by far the most frequent and least marked), tak
kak ‘as’ and poskol’ku ‘since’:

(6) Net, papa, ja vyjdu zanego zamuZ [ potomu &éto ljublju ].
no daddy I will him marry  because Llove
‘No, daddy, I will marry him, because I love (him). [RNC: Cepreit Cegos. [lo6poe
cepaue Pobuna // «Myp3anika», 2002]

(7) U étix rastenij nas interesujut tol'’ko stebli, [tak kak list'ja ne
at these plants us interest only stems as leaves are.not
godjatsja  dlja pletenija ]
appropriate for braiding
‘Only the stems of these plants are interesting to us, as leaves are not appropriate
for braiding. [RNC: Ennsasera Mensaukosa. JKatsa Ha 6osote (2003) // “Cap
CBOUMII pyKaMu , 2003.09.15]

(8) Otbirali  kvalificirovannyx specialistov, [ poskol’ku zdes’ utit’sja bylo
they.chose qualified specialists since here to.learn was
ne u kogo ].
not from whom
“They chose qualified specialists, since there was no one to learn from here’
[RNC: Hapgesxxna Illarposa: «fI — Man» uIeT eqUHOMBIIIUIEHHUKOB (2004) //
«9KpaH U clLieHa», 2004.05.06]

All three subordinators eventually go back to two-word combinations, but
their synchronic properties are different. Potomu ¢to consists of potomu ‘for
that reason’ (< po tomu ‘by that’) and the general subordination marker ¢to
‘that’, and the two are still synchronically distinct, being separable both inton-
ationally and in terms of linear order:
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(9) Stranno i xoro$o, i imenno potomu xoroso, [ ¢to stranno ].
strange and good and exactly forthat good that strange
‘Tt is strange and pleasant, and pleasant exactly because it is strange. [RNC: 1.
I'pexoBa. Ha ucnbrranusax (1967)]

In Paducheva (1996), accordingly, two distinct variants of potomu c¢to are
distinguished: “unified” (“nepacunenénnsiit’) and “split” (“pacunenénnsii”).
They certainly possess different properties in terms of information structure
(the latter is normally used in focal contexts), but it is not clear whether they
should be treated as distinct lexical items. For reasons of space, I will generally
treat the two as variants of a single construction, pointing out the differences
whenever necessary.

Tak kak consists of tak ‘thus’ and kak ‘how’, going back to a manner
construction (‘in the same way as X’), which still exists in the language in a
different punctuational and prosodic form (tak, kak). The causal subordinator,
however, has become considerably lexicalized and can no longer be treated
as a free combination of these two words. In particular, tak and kak can be
separated from each other in manner constructions, but not in the causal
construction:

(10) Ja tak obradovalsja, kak nikogda ran’se.
I so becamehappy how never  before
‘I became happy like never before’

(11) a.  Ja obradovalsja, tak kak ty  prisél
I becamehappy as thou came

b. *Ja tak obradovalsja, kak ty prisél
‘I became happy because you came’

Finally, poskol’ku goes back to the combination of the preposition po
‘via, by’ and skol’ko ‘how many’, but is, like tak kak, no longer treated as a
combination of two independent words. In addition to the causal meaning,
this subordinator also retains its original degree meaning ‘inasmuch as’.

In the majority of contexts, these subordinators are interchangeable, with
only minor stylistic differences. However, their syntactic and semantic prop-
erties are quite different, and represent a challenge for the coordination—
subordination dichotomy.
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4.3 The properties of the subordinators

4.3.1 Linear order
4.3.1.1  Core constructions

Russian generally allows free embedding, and preposing/postposing, of
adverbial and complement clauses, and this serves rather well as a test of
coordination vs. subordination, cf. the following contrast:

(12) a [Kogda Petja prisél domoj], on lég spat’.
when P. came home  he lay to.sleep

b.  Petja lég spat’, [kogda prisél domoj ].
c.  Petja, [kogda prisél domoj], lég spat’
‘When Petya came home, he went to sleep’

(13) a.  Petja prisél domoj i  lég spat’.
P. came home and lay to.sleep

b. *Petja, i lég spat’, prisél domoj.
c. I lég spat’, Petja prisél domoj.

d. #Petja lég spat’ i prisél domoj.
‘Petya came home and went to sleep.

4.3.1.2 Causal constructions

According to this criterion, clauses headed by tak kak ‘as’ and poskol’ku ‘since’
are undoubtedly subordinate, being freely embeddable within the primary
clause:

(14) a. [Tak kak Petja pozval Vasju], on priSél
as P. called V.acc  he came

b.  Vasja, [tak kak Petja ego pozval ], prisél.
‘Vasya came, for Petya called him’

(15) a. [Poskol’ku Petja pozval Vasju ], on prisél.
since P. called V.acc  he came

b.  Vasja, [ poskol’ku Petja ego pozval ], prisél.
‘Since Petya called Vasya, he came.
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Potomu ¢to ‘because’, however, is different: it does not allow embedding in
either of its variants, and only marginally allows preposing.

(16) a. ? [Potomu éto Petja pozval Vasju ], on prisél.
because P. called V.acc  he came

b. *Vasja, [ potomu ¢to Petja ego pozval ], prisél.
‘Vasya came because Petya called him’

(17) a.  Vasja potomu ko mne prisél, [ éto ja ego pozval].
V. forthat to me came that I him called

b. *Vasja potomu ko mne, [ ¢to ja ego pozval |, prisél.

c. *[Cto ja ego pozval], Vasja potomu ko mne prigél.
‘Vasya came because Petya called him’

There have been attempts to explain this behaviour of potomu ¢to by its
information structure properties. In particular, it has been argued that this is
due to the fact that clauses introduced by this connective always convey new
information (Apresjan & Pekelis 2012). Its infelicitousness in clause-initial
position, associated with topicality and presupposition, is thus explained.
However, the impossibility of embedding is more difficult to explain in this
way, as embedded clauses in Russian are not generally banned from conveying
new information. In general, the information structure explanation is too weak:
it does not predict the strong constraints on linear order shown above, and
especially the constrasts between the different subordinators. It is more likely
that a purely syntactic or construction-based explanation is to be pursued. For
example, potomu ¢to-clauses may be attached at a higher structural level than
other causal clauses, or may involve a coordinating structure altogether. This
may, in turn, be related to their tendency to convey new information noted in
the previous literature. I will provide my analysis of this behaviour below.

4.3.2 ATB, scope of mood, gapping
4.3.2.1  Core constructions

Another set of tests concerns the possibility of across the board (ATB)
extraction, scope of subjunctive mood assigned by the matrix verb, and
gapping. These are fairly robust diagnostics in Russian when it comes to
canonical cases:
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(18)  Scope of mood
a. Ja xotu, ctoby, [ kogda ty pridés’ domoj ], ty lég
I want Pure when you come.FUT home you lie.sByv
spat’.
to.sleep
‘I want you to go (sbjv.) to sleep when you come (fut.) home
b. Ja xoCu, ¢toby ty {prisél / *pridés’ } domoj i  {lég
I want PURP you come.SBJV come.FUT home and lie.sByv
/ *ljaze§’ } spat’.
lieFuT to.sleep
‘I want you to come home and go to sleep.
(19) ATB
a. Cto Petja kupil _, a Vasja prodal _?
what Petya bought and Vasya sold
‘What did Petya buy and Vasya sell?’
b. *Cto Petja kupil _, [kogda Vasja prodal _ ]?
what Petya bought when Vasya sold
(‘What did Petya buy when Vasya sold?’)

(20)  gapping
a. Pete podarili masinku, a  Mase — kuklu.
to.Petya they.gave toy.car and to.Masha doll
‘Petya was given a toy car and Masha, a doll’

b. *Pete podarili masinku, [ kogda Mase — kuklu ].
to.Petya they.gave toy.car when to.Masha doll
(‘Petya was given a toy car when Masha, a doll.)

ATB extraction is typically viewed as one of the consequences of the Coordin-
ate Structure Constraint (CSC, Ross 1967), but while the two phenomena are
related, I will show below that CSC behaves in a somewhat different way and
does not necessarily reflect the syntactic difference between coordination and
subordination.

4.3.2.2 Causal constructions

These criteria, unlike the linear order data, uniformly classify all the three
causal constructions as being subordinating:
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(21) *Cto Petja vykinul __, {potomu éto/ tak kak/ poskol’ku} Vasja
what Petya threw.away because for since Vasya
slomal _ ?
broke

(‘What did Petya throw away __ because / for / since Vasya broke _ ?’)

(22) *Respublikancy poludili men’sinstvo mest, {potomu ¢éto/ tak kak /
Republicans  received minority of.seats  because for
poskol’ku} bol’Sinstvo — demokraty.
since majority democrats
(“The Republicans have received the majority of seats, because the democrats
(received) the minority.) (modification of the example with ibo ‘for’ from Pekelis
2009: 115)

(23) Esli ty bude¥ Zenit’sia na devuske, to  ja xocu, étoby ty

if you will marry on girl then I want so.that you
Zenilsja na nej, {potomu cto/ ?takkak/ poskol’ku} eé {
marry.sBJv on her because for since her
ljubis’ / # ljubil |3

you.love.Prs you.love.sByv
‘When you marry a girl, I want you to marry her because / for / since you
love her. [And not because she’s rich.]’

4.3.3 Semantic properties
4.3.3.1  Core constructions

Finally, there is a third set of tests, which concern the possibility of putting
the meaning expressed by the conjunction within the scope of some
sentence-external operator, or focusing it (e.g. as an answer to a question).
This is generally possible for subordinating conjunctions but impossible for
coordinating ones:

(24) focus
a. Petja prisél, tol’ko [ kogda ja ego pozval].
Petya came only when I him called
‘Petya came only when I called him.
b. *(Tol’ko) ja pozval Petju, (toI’ko) i  on prisél.
only I called Petya and he came
(‘(Only) I called Petya {(only) and he came’)
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(25) negation
Petja prisél, ne [kogda ja ego pozval], a pozze.
Petya came not when I him called but later
‘Petya did not come when I called him, but later.

(26)  negation
#Neverno, ¢to Masa umnaja, no krasivaja: éti kacestva ne
false that Masha intelligent but beautiful these qualities not
protivorecat drug drugu!
contradict one another
(‘Tt is not the case that Masha is intelligent but beautiful: these qualities do not
contradict each other!”)

(27) answer to question (narrow focus)
(Why did Petya go away?)

a. 9% Navernoe, Petja usél, potomu éto Masa s nim ne
probably  Petya left because Masha with him not
razgovarivala.
spoke

‘Petya probably left because Masha did not speak to him’

b. # Navernoe, Masa ne razgovarivala s Petej, i on usél.

probably Masha not spoke with Petya and he left

(‘Probably Masha did not speak to Petya, and he left)

A very robust diagnostic on focusing the linking relation has been proposed
in Pekelis (2009), the éto ‘this’ / vsé éto ‘all this’ test for Russian:

(28)  Sovremennaja fotografija  stala  banal’noj, pritornoj i  neinteresnoj,

modern photography became banal luscious and uninteresting
i vsé éto, potomu ¢to mnit sebja iskusstvom.
and all this because considers itself art

‘Modern photography has become banal, luscious and uninteresting, and all
this, because it considers itself art” (Pekelis 2009: 96)

(29) Masa byla zanjata podgotovkoj k ékzamenu i k tomu Ze
Masha was busy  by.preparation to exam and in.addition
prostuzena. *{Eto/ vsé éto}, i my ne vzjali eé s soboj.

having.cold  this all this and we not took her with ourselves
‘Masha was busy preparing to the exam and in addition had a cold. * { This /
all this }, and we didn’t take her with us.” (Pekelis 2009: 98)

45



Cause in Russian and the formal typology of coordination and subordination

Only subordinate clauses may be focused in this way.

4.3.3.2 Causal constructions

Causal constructions pattern in the following way. Tak kak cannot be used in
the éto focus construction, while potomu ¢to can do so quite freely:

(30)  this-focus
Asfal't mokryj, no éto {*tak kak/ potomu ¢to} dozd’ prosél.
asphalt wet but this  as because rain passed
“The asphalt is wet, but this (is) because it has been raining.

Poskol’ku ‘since’ would sound admittedly strange in the above example, al-
though not to the same extent as tak kak ‘as’. But it is possible to come up
with context where such a usage is plausible; a particularly good example is
found in Pekelis (2009):

(31)  this-focus (poskol’ku)
Mne bylo ofen’ zabavno, no éto poskol’ku ja znaju mnogix iz
tome was very funny  but this since I know many of
tex, o kom idét rec’.
those about whom goes speech

‘It was very funny for me, but this (is) since I know many of those about whom
the story is concerned.” (Pekelis 2009: 96)

Tak kak cannot be in the scope of negation under any circumstances, while
potomu ¢to, in its “split” version, can:
(32) negation
a. “Ja prisél, ne tak kak on menja priglasil, a  sam po sebe.
I came not as he me invited but on.my.own

b. Ja prisél ne potomu, ¢to on menja priglasil, a  sam po sebe.
I came not because he me invited but on.my.own
‘I didn’t come because he invited me, but on my own’

Once again, poskol’ku is unnatural in this constructed example, but more
natural-sounding corpus examples are readily available:
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(33) negation (poskol’ku)

a. Bog zapovedal Adamu delat’ dobro i otyskivat’ ego s
God commanded Adam to.do good and to.find it from
tocki zrenija dobra, a ne poskol’ku ono protivopolozno
point of.view of.good but not since it opposite
zlu ...
to.evil
‘God commanded Adam to do good and find it from the point of view of
good, and not since it is opposite to evil ... (RNC: Oleg Aronson. Televiz-
ionnyj obraz, ili Podrazanie Adamu // Neprikosnovennyj zapas, 2003.11.11)

b. Ved vra¢  stroit dom ne kak vraé, a kak stroitel’ i
after.all doctor builds house not as doctor but as builder and
sedym stanovitsja ne poskol’ku on vra¢, a poskol’ku on
gray becomes not since he doctor but since he
brjunet.
dark.haired
‘A doctor builds a house, not qua doctor, but qua housebuilder, and turns
gray, not qua [he is a] doctor, but qua [he is] dark-haired’ (Aristotle. Phys-
ics, Book 1, Part 8, Russian translation by V. P. Karpov, English translation
by R. P. Hardie and R. K. Gaye)

With tol’ko ‘only’, potomu ¢to ‘because’ and poskol’ku ‘since’ can be used,
but not tak kak ‘as’:

(34) only-focus
a. LuZzinym on zanimalsja tol’ko poskol’ku éto byl fenomen, —
by.Luzhin he occupied.self only since this was phenomenon

javlenie strannoe, neskol’ko urodlivoe, no obajatel’'noe, kak
object strange somewhat ugly but charming as
krivye nogi taksy.
crooked legs of.dachshund
‘He occupied himself with Luzhin only because he was a phenomenon: a
strange, somewhat ugly, but charming object, like a dachshund’s crooked
legs. (V. Nabokov, Zas¢ita LuZina, from Pekelis 2009: 46)

b. Luzinym on zanimalsja tol’ko {* tak kak / X potomu, éto} ...

Finally, tak kak cannot be used as an answer to a why-question, while
potomu Cto can:
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(35) why-question
(People with tuberculosis used to be sent to Crimea for treatment.)
Pocemu? { Potomu ¢to/ *takkak} vozdux v Krymu volsebny;.
why because as air in Crimea magic
Udivitel’nyj.
marvelous
‘Why? Because the air in Crimea is magic. Marvelous. [RNC: B Kpsimy Gyzmer
HeueM AbIIATh (2003) // «KprMuHanpHast XpoHIKa», 2003.07.24]

The use of poskol’ku as an answer to a why-question is somewhat marginal,
but examples of this type can be found in very formal or bureaucratic language,
in particular, in legal contexts:

(36)  (The clause used to say: “No one can be extradited to another state”; now it says:
“A citizen of the Russian Federation cannot be extradited to another state”.)
Pocemu? Poskol’ku zdes’ reglamentiruetsja pravovoe poloZenie
why since here is.regulated legal status

grazdan  Rossijskoj Federacii, a ne voobste vsex ljudej.

of.citizens ofRussian Federation and not in.general of.all people
‘Why? Because (lit. since) here [the Constitution] regulates the legal status
of the citizens of the Russian Federation, not of all people in general’ (O.I.
Pymsrues (pen.). 13 ucmopuu cozdanust Koncmumyyuu Poccutickoil Pedepayuu.
T. 3: 1992 rox. Ku. 2. M.: Wolters Kluwer, 2008. C. 386)

To sum up, poskol’ku ‘since’ and potomu ¢to ‘because’ can be in the scope
of external operators and in focus, while tak kak ‘as’ cannot. Thus, according
to this test, tak kak is coordinating while potomu ¢to and poskol’ku are subor-
dinating. This matches neither the linear order facts nor the tests related to
ATB-extraction and the scope of mood.

4.3.4 Summary

Summing up the above, we have the following distribution of features:

connective linear order extraction, mood scope

potomu ¢to  coordination  subordination subordination
tak kak subordination  subordination coordination
poskol’ku subordination  subordination subordination

If the two-level approach of Culicover & Jackendoff (1997) and Yuasa & Sadock
(2002) is adopted, these results are problematic for several reasons. First, there
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are not two but three clusters of features that have to be distinguished. Second,
there are two different sets of “semantic” features (extraction and semantic
scope) which do not align with each other. Third, all of the constructions in-
volved are causal. This is a clearly asymmetrical relation which would be con-
sidered subordinating in all traditional approaches to this issue. Thus we either
have to abandon the multi-level approach and the coordination—subordination
distinction altogether as lacking predictive power, or acknowledge that there
are indeed two semantic types of cause, coordinating and subordinating. In
the latter case, the semantic definitions of coordination and subordination
would have to be more complex than what Culicover & Jackendoff and Yuasa
& Sadock propose.

4.4 Analysis

I believe that the optimal solution to this problem would be to maintain the
multi-level approach of Culicover & Jackendoff (1997) and Yuasa & Sadock
(2002), but distinguishing three levels instead of two. In particular, syntax has
to be split into constituent structure and a more “functional” (dependency-
based) level; at the same time, a separate semantic level must be distinguished.
As argued in Belyaev (2014), this three-level distinction corresponds to the
grammatical architecture of Lexical Functional Grammar (R. Kaplan & Bresnan
1982, Dalrymple 2001) with its distinction between c-structure (constituent
structure), f-structure (functional, dependency-based structure) and semantics.
In terminology, I have proposed distinguishing between the levels through
prefixes, thus defining c-, f- and s-coordination and subordination. Each level
corresponds to a distinct set of tests:

« c-coordination vs. c-subordination: linear order, embedding, position
of the conjunction;

+ f-coordination vs. f-subordination: ATB, gapping, scope of mood;

«+ s-coordination vs. s-subordination: scope of semantic operators, fo-
cusability.

In what follows I will show how exactly these properties follow from the
structure of each of the levels, and why all three have to be distinguished.
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4.4.1 Semantics
4.4.1.1  Conventional implicatures and discourse relations

In this section, I will demonstrate that only the tests on focusing the causal
relation and the scope of negation, questions and modal operators are truly
semantic. This idea is based on two different approaches to the meanings of co-
ordinating constructions: the Gricean conventional implicature (CI) approach
and the rhetorical relations approach.

The Cl approach Since Grice (1975), meanings of conjunctions such as but
are treated as CIs, although this has been contested (K. Bach 1999a). Indeed,
coordinating relations are clearly not asserted, due to their scopelessness,
including the impossibility of using a coordinating structure as an answer to
a constituent question. But neither are they presupposed. For example, if the
relation of contrast implied by but is (assessed as) false, this does not lead to
the whole sentence lacking a truth value. Consider the following examples:

(37) (1s Dargwa a Nakh-Daghestanian language, but an ergative one?’)

a.  #Net, naxsko-dagestanskie jazyki vse eérgativnye!
no Nakh-Daghestanian languages all are.ergative

(‘No, all Nakh-Daghestanian languages are ergative!’)

b. % Da no v étom net nifego strannogo.
yes but in this is.not nothing strange
‘Yes, but there’s nothing strange in it

(38)  The fact that Russian is SVO but lacks postpositions implies that it also has
NGen word order.

In this case, the inappropriate use of but does not lead to presupposition
failure.

Furthermore, a coordinating conjunction embedded in a complement
clause may still be speaker-oriented:

(39)  (John said: “Russian is SVO and lacks postpositions, so it follows that it has
NGen word order”. David, misremembering that prepositions are typical for
SVO, retells:) John thinks that the fact that Russian is SVO but lacks postposi-
tions implies that it also has NGen word order.
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(40)  (John wants to cheat at the exam, but the speaker knows that it will be closely
monitored and it’s likely that cheaters will be caught.) John seems to think
that he will be able to cheat but still pass the exam.

This behaviour is also typical for CIs but not for at-issue content.

The rhetorical relations approach But there are certain problems associ-
ated with the CI approach. One of them is that certain coordinating conjunc-
tions have clear truth-conditional effects that cannot be said to belong to the
CI level:

(41)  Either he left her and she took to the bottle or she took to the bottle and he left
her. (Carston 2002: 227)

Conventional implicatures are not predicted to cause such at-issue effects. A
possible solution is an alternative analysis proposed in such works as Txurruka
(2003) and Kobozeva (2010), where it is argued that English and and Russian
i introduce rhetorical relations. This also concerns other coordinating con-
junctions. For example, ‘but’ introduces the relation Contrast. If this analysis
is accepted, the scopelessnes of coordinating conjunction is easily explained:
since rhetorical relations are introduced at a higher level than ordinary pre-
dicates and, only serving to structure the discourse, do not introduce any new
entailments, they cannot be negated, questioned or put under the scope of
modal operators.

The two approaches, however different, make the same predictions con-
cerning the behaviour of “semantically coordinating” and “semantically subor-
dinating” constructions: coordinating meanings are expected to be scopeless
and speaker-oriented, while subordinating meanings are expected to be at-
issue meanings (usually asserted). I will now consider how this distinction
applies to causal constructions.

4.4.1.2 Two semantic types of cause

As mentioned in the introduction, there is a considerable body of literature dis-
tinguishing between several types of causal relations. A particular distinctions
that interests us here is the distinction between “coordinating” and “subordin-
ating” causal relations. German examples like (5) above from Scheffler (2013)
show how the two causal connectives weil and denn are classified as being
semantically subordinating and coordinating, respectively.
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A further piece of evidence demonstrating that denn is closer to coordina-
tion than to subordination is that, unlike weil, it can be used to refer to the
speech act of the main clause (42) and in the epistemic sense (43).

(42) Ist vom Mittag noch etwas iibrig? Denn/ ” weil ich schon wieder
Hunger habe.
‘Is there anything left over from lunch? — Because I'm already hungry again’
(Scheffler 2013: 52-53)

(43)  Es hat geregnet, denn/ * weil die StraBe ganz nass ist.
‘It was raining, because the street is wet. (Scheffler 2013: 53)

Within the tradition that views coordination as involving rhetorical rela-
tions, an analogous analysis of coordinating conjunctions has been proposed as
early as Groupe A-1 (1975) for the French causal connectives parce que ‘because’
and car ‘for’, exemplified below:

(44) Lisa est contente peut-étre { parce que / *car } elle a eu un A en maths.
‘Lisa is pleased perhaps because / * for she has had an A in maths’

(45) Lisa n’est pas contente {parce que/ *car} elle a eu un A en maths,
mais {parce que/ *car} il fait beau.
‘Lisa is not happy because / * for she has had an A in maths, but because / *
for the weather is good’

In Groupe A-1(1975), it is argued that the chief difference between these con-
nectives is that parce que introduces an assertive causal meaning while car
only introduces a rhetorical relation. This analysis has been translated into Seg-
mented Discourse Representation Theory (SDRT, Asher & Lascarides 2003) in
Delort & Danlos (2005), who propose the following semantic representations
for sentences involving these connectives:

(46)  Lisa est contente parce qu’elle a eu un A en maths.
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(47)

4.4.1.3 The semantics of Russian causal clauses

To

xfiofa

A=~

To:

X, 8§

Lisa(x)
be_pleased(s;, x)

. e

fom y=x

have_A(e;, x)

cause(fs, f;)

Lisa est contente car elle a eu un A en maths.

Ty, 7o

51, X

m

Lisa(x)

be_pleased(s;, x)

My

€,y

y=x
have_A(e;, y)

Explanation(sy, 7)

O. Belyaev

(f, = P is the shorthand notation for facts from Asher (1993))

As we can now see from the data in Section 4.3.3, the behaviour of Russian
causal clauses fits into the pattern of there being two semantic types of cause.
In this respect, tak kak demonstrates clearly coordinating behaviour. This
behaviour of tak kak correlates with the possibility of it being used for “indirect
reason” (Quirk et al. 1985) of various kinds, called “illocutionary cause” in
the Russian tradition (Iordanskaja 1988, Pekelis 2014), something which is
impossible for poskol’ku:
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(48) On navernjaka ne spit, {tak kak/ # poskol’ku} v ego okne
he probably not sleeps as since in his window
gorit svet.
burns light
‘He’s probably awake, as/*since there is light in his window.

This agrees with earlier claims in the literature that this connective is asso-
ciated with a more restricted kind of causal meaning, “logical implication”
(Iordanskaja 1988).

Potomu c¢to may seem fully semantically subordinating based on the data
in Section 4.3.3, but in fact, its behaviour is more complex. It can freely express
indirect causation:

(49) On navernjaka ne spit, potomuéto v ego okne gorit svet.
he probably not sleeps because in his window burns light

‘He’s probably awake, because there is light in his window.” (Pekelis 2009: 9)

50 Prosél dozd’, potomu ¢to asfal’'t mokryj.
p pA|
passed rain because asphalt wet
‘It has been raining, because the asphalt is wet’

But when potomu ¢to marks indirect or illocutive causation, it loses its semantic-
ally subordinating properties. It can no longer participate in the éto-focus:

(51) a. Asfal't mokryj. Eto potomu, éto dozd’ prosél.
asphalt wet this because rain passed
“The asphalt is wet. This (is) because it has been raining’

b. Dozd’ prosél. # Eto potomu, éto asfal’'t mokryj.
rain passed this because asphalt wet
(‘It has been raining. This (is) because the asphalt is wet.')

The causal meaning can no longer be in the scope of negation:

(52) a.  Asfal't mokryj ne potomu,éto prosél dozd’, a  potomu, éto
asphalt wet not because passed rain but because
proexala polival’'naja masina.
went.by cleaning car
“The asphalt is wet not because it has been raining, but because a cleaning
car passed by’
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b. #Dozd pro3él ne potomu,cto asfal't mokryj, a  potomu, ¢to
rain passed not because asphalt wet but because
s krysi kapaet.
from roof drips

(‘It has been raining not because the asphalt is wet, but because water
is dropping from the roof?)

Finally, “indirect” potomu ¢to cannot be in the scope of epistemic modals:

(53) a. Mozetbyt’, asfal't mokryj potomu, éto prosél dozd'?
maybe asphalt wet because passed rain
‘Maybe the asphalt is wet because it has been raining?’

b.  # Mozet byt’, dozd’ prosél potomu, cto asfal't mokryj?
maybe rain passed because asphalt wet
(‘Maybe? it has been raining because the asphalt is wet?’)

This leads us to the conclusion that, while tak kak is semantically coordinating
and poskol’ku is semantically subordinating, potomu ¢to expresses both types
of cause, which is reflected in the variation in its properties.

There are two additional observations that support this analysis. One of
the is the behaviour of the Coordinate Structure Constraint. Above, I have
only used ATB-movement as a criterion of syntactic coordination. This is
not accidental, because, as long observed in the literature, the CSC in what
concerns the availability of extraction from only one of the conjuncts is often
violated (Lakoff 1986). In Kehler (2002), such violations are explained through
discourse coherence relations. Similarly, within the approach advocated in this
paper, the operation of CSC involves semantic, and not syntactic, coordination.
This can be confirmed by the fact that extraction from the main clause is only
possible when potomu ¢to ‘because’ is used to express cause in the narrow
sense. In the following pair of examples, (a) is semantically subordinating
(the fact of the beating implies the nose bleeding) while (b) is semantically
coordinating (the speaker inferences the beating from the bleeding):

(54) a. U Vasi krov’ tedét iz  nosu, potomu éto ego izbili.
at Vasya blood runs from nose because him they.beat.up
‘Vasya’s nose is bleeding, because he was beaten up.

b.  Vasju izbili, potomu ¢to u nego krov’ tecét iz nosu.
Vasya they.beat.up because at him blood runs from nose
‘Vasya was beaten up, because his nose is bleeding’

55



Cause in Russian and the formal typology of coordination and subordination

Just as we expect if the CSC is assumed to be coordinating, wh-movement
from the main clause is only possible in the first example. In (55b), the only
interpretation available is that someone was beaten up due to his nose bleeding,
which is clearly infelicitous.

(55) a. U kogo krov’ tefét iz  nosu, potomu éto ego izbili?
at whom blood runs from nose because him they.beat.up
‘Whose nose is bleeding because he was beaten up?’

b.  #Kogo izbili, potomu ¢to u nego krov’ tefét iz  nosu?
whom they.beat.up because at him blood runs from nose
(‘Who was beaten up because his nose is bleeding?’)

More information on formal differences between causal proper and illocution-
ary uses of potomu ¢to can be found in Pekelis (2014); they are all generally in
agreement with the analysis presented herein.

The second observation is that tak kak clauses and “illocutionary” potomu
¢to clauses, like coordinate clauses and unlike subordinate clauses, exhibit main
clause phenomena (Hooper & Thompson 1973, Green 1976, Paducheva 1996).
In (56), the past tense is used in the future sense. In (57), a special construction
expressing something analogous to the rhetorical question in the English
translation is employed. Both of these can normally only be found in main
clauses, and their use in causal clauses, according to Kobozeva (2000), implies
that the subordinate clauses in these examples comprise separate speech acts.

(56) Moj posudu sama, potomu éto ja posél.
wash dishes yourself because I am.gone.away
‘Wash the dishes yourself, because I am going away. (lit. ‘because I'm gone
away’) (Kobozeva 2000)

(57) Vy sami vo vsém vinovaty, potomu ¢to oxota Ze vam
you yourselves in everything guilty because desire PTcL to.you
bylo Zenit’sja.
was to.marry
“You yourselves are to blame for everything, because why did you have to
marry?’ (Kobozeva 2000)

4.4.2 Syntax

At the syntactic level, we have to distinguish between two sets of diagnostics:
those which are related to constituent structure (c-structure) and those which

56



O. Belyaev

are related to functional structure or dependency grammar (f-structure).

4.4.2.1 Constituent structure

The first set corresponds to linear order properties, specifically, the position
of the conjunction and the level of embedding. These diagnostics correspond
to the constituency-based definition of coordination and subordination (LFG’s
c-structure), as found, for example, in Testelets (2001). In informal terms,
coordination is a symmetric structure, such that X; , are all coordinate to
each other in (58).

(58) X
)
X, .. X,, (Cnj) X,

In a c-subordinating construction, one of the elements is properly subsumed
by the other. In (59), Y is c-subordinate to X.

(59) X

T
Y

It is easy to see how the linear order-based diagnostics follow from these
structures. Indeed, in a coordinating construction, neither of the conjuncts
can be embedded within the other, by definition. A coordinating conjunction,
if present at all, does not syntactically belong to any of the conjuncts; in a
subordinating construction, it must belong to the subordinate element, because
it cannot be a dependent on its own.

Therefore, the potomu ¢to construction must be classified as c-coordinating,
as it allows no embedding, and the connective ¢to must be positioned strictly
between the two clauses. Both kinds of behaviour are untypical for subor-
dination in Russian and are, in fact, not observed with the other two causal
constructions, which should be classified as c-subordinating.

4.4.2.2 Functional structure

The second set of syntactic properties is related to those definitions of co-
ordination and subordination that refer to symmetry or asymmetry. A typical
definition of this kind, albeit somewhat vague, is found in Haspelmath (2004: 3):
“A construction [A B] is considered coordinate if the two parts A and B have
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the same status (in some sense that needs to be specified further), whereas
it is not coordinate if it is asymmetrical and one of the parts is clearly more
salient or important, while the other part is in some sense subordinate”.

Unfortunately, it is difficult to be more precise than Haspelmath’s defini-
tion without using particular formal theoretical notions (which I will do in the
next section). However, informally, it should be rather clear that in a construc-
tion that is coordinating in the dependency-based sense (i.e. f-coordinating),
all elements are in some sense “co-dependent” on some other element if the
construction is itself found in a subordinate position. This can be schemat-
ically represented as in (60), where A and B are coordinate, and both are
co-subordinate (as a set) to some element C.

|

A—B C

(60)  coordination (A & B)

At the same time, dependency-based subordination (f-subordination) implies
that only the superordinate clause takes part in the interaction with upper
strata of the sentence. This can be represented as in (61), where B is subordinate
to A, and only A is then visible to all upper parts of the dependency tree.

(61)  subordination (A — B)

A

B C

Thus, any operation that applies to a coordinating construction must either
apply to all conjuncts at once or not apply at all; in a subordinating con-
struction, such operations only apply to the main clause. This is, essentially,
the motivation behind the Coordinate Structure Constraint and the rules of
assigning mood, case and other categories to complex phrases.

In this understanding, all three constructions are f-subordinating, regard-
less of their semantics or linear order properties.

4.4.3 Informal conclusion

The central idea of my approach is that coordination and subordination in the
sense of dependency or symmetry (f-coordination and f-subordination) are
notions that are distinct from coordination and subordination in the sense
of constituent structure (c-coordination and c-subordination), and both are
distinct from coordination and subordination in the semantic sense. While
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all the three causal constructions surveyed in this paper are f-subordinating,
only tak kak and poskol’ku can be considered to be truly c-subordinating. And
neither of these properties correlates with the semantic properties related to
scope. The generalization can be represented in the following table:

connective c-structure f-structure semantics

potomu ¢to  coordination  subordination subordination /
coordination

tak kak subordination  subordination coordination

poskol’ku subordination subordination subordination

The informal motivation behind these distinctions seems to be rather
clear. However, in order to show how exactly the predictions follow from the
analysis, a formalization is needed. I will briefly present it in the next section.

4.5 Formalization

In this section, I will generally reproduce the definitions in Belyaev (2014),
which will then be applied to the Russian constructions in question.

4.5.1 Syntax

I define c-coordination in a rather straightforward way:

« Nodes A and B are c-coordinate iff all of the following are true:
— A is the sister of B;

— The category of A is the same as the category of B and the category
of the immediately dominating node C;

— All sisters of A and B either have the same category as A or have
the category Cnj.

This defines the structure in (58). For the purposes of this paper, I ignore the
possibility of the coordination of unlikes or non-constituent coordination.
In contrast, in c-subordination categorial information is only inherited
from one of the nodes. In the LFG X’ model of phrase structure, this can be
handled by saying that the subordinate constituent occupies the complement,
specifier or adjunct positions of the superordinate constituent’s structure. In
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LFG, an additional provision must be made for the non-endocentric category
S, which is the only category not adhering to X’ theory.

« A maximal projection B is c-subordinate to a maximal projection A iff
both of the following are true:

— A dominates B;

— Every maximal projection that dominates B, if it is not B itself,
dominates A.

Essentially, the definition states that a constituent (which must be a maximal
projection) is c-subordinate to the nearest dominating maximal projection.

At f-structure, coordinate constituents are elements of a set while a subor-
dinate constituent occupies an argument or adjunct position in the superor-
dinate constituent’s f-structure:

« Two f-structures f; and f, are f-coordinate iff they both belong to the
same local f-structure sequence.’

« An f-structure f, is f-subordinate to an f-structure f; iff (f; GF) = f5,
where GF = {suBJ | 0BJ | 0BJ,, | OBLy | cOMP | XCOMP | ADJ € | XADJ €}.

The way sets are handled in LFG ensures that a distributive feature (which in-
clude mood, grammatical relations and usually case), if taken of a set, must have
the same value for all elements of this set. This ensures that any long-distance
dependency that targets a coordinate set, including extraction relations, must
apply equally to each member of a set. The same applies to case and mood
assignment. Thus, the effects of the CSC and feature assignment in LFG stem
from one source, which predicts that these diagnostics should never contradict
each other.

4.5.2 Semantics

If the CI approach to coordination is adopted, the definitions of semantic
coordination and subordination are rather clear: coordinating conjunctions
introduce CIs (the at-issue meaning is just logical conjunction), while subor-
dinating conjunctions introduce at-issue meanings. Thus:

The term is from Kuhn & Sadler (2007): essentially an ordered set. Required for single conjunct
agreement and other phenomena.
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(62)  [John came home and went to sleep]] = [came_home(e,, j) A slept(e,, j),
and(came_home(e,, j), slept(e,, j))]

(63)  [When John came home, he went to sleep]] = [came_home(e,, j)Aslept(e,, ))A
€ < € 6]

The implementation in LFG, using the system in D. Arnold & Sadler (2010)
implementing the Pottsian notion of CI, is fairly straightforward:

(64)  [and] = AP.AQ.[P A Q,and(P, Q)] : Py = iy — fiy ® fuey

Accordingly, the definition of s-coordination will be:

« The clauses f; and f; in the minimal f-structure g that contains both of
them are s-coordinate iff the proof contains the expressions P : (f{)(s),
Q  (2)oqry and [P A Q,R(P, Q)] © g5(1y ® &o(1c)» Where P and Q are
logical formulae, R is some relation and P does not contain Q or vice
versa.

Different kinds of s-subordinating constructions will not have much in com-
mon except for not being s-coordinating, i.e. not involving a conventional
implicaturem, and involving some at-issue semantic relation.

The rhetorical relations approach is more difficult to directly implement
in LFG due to the lack of a compositional version of SDRT. However, in
purely representational terms, the definitions may still be provided, such as
the following:

« Two clauses are s-coordinate iff they map to different speech act dis-
course referents which are linked by a rhetorical relation.

« One clause is s-subordinate to the other iff they are both found within
a single SDRS corresponding to the same speech act, and are connected
by a predicate linking their propositional content.

4.5.3 Short illustrations of various constructions and their
structures

In this section, I will provide short illustrations of the structures for each of
the constructions under consideration. I am using a simplified representation
of Russian c-structure, which is adequate for the purposes of this paper; for a
more detailed LFG analysis, see King (1995).
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4.5.3.1 Canonical coordination

A canonically coordinating construction is classified as coordination at all
three levels of grammar: c-structure, f-structure and semantic. Thus, in the
following example, the c-structure is flat, the f-structure is a set and the
semantics consists of two speech acts linked by a rhetorical relation:

(65) S PRED ‘pass(SUBJ)’
SUBJ [PRED rain ]
S Conj S
A ‘ A PRED ‘become Wet(SUBJ)’
Prosél dozd’, i asfal’t stal mokrym . ,
passedrain  and  asphalt became wet [ SUBJ [PRED asphalt ]
Ty, 7y
e, x
Y rain(x)
pass(e;, x)
€Yy
T asphalt(y)
become_wet(e,, y)
Result(ry, )

4.5.3.2 Causal constructions

The only causal construction which is canonically subordinating is the poskol’ku
‘since’ construction. At the level of c-structure, the subordinate clause is em-
bedded within the main clause as an adjunct (I assume that it is adjoined to VP;
this may be contested but is not crucial for the central claim of the analysis).
At f-structure, the clause is an adjunct and at c-structure, it is a presupposition
that is linked to the main clause via an additional semantic predicate (0 is the
presupposition operator of Beaver (1992)). Both clauses are part of a single
speech act (7).
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(66) PRED ‘become wet(suBJ)’
S
/N SUBJ [PRED ‘asphalt’]
S Conj S PRED ‘pass(SUBJ)’
A ADJ SUBJ [PRED ‘rain’]

Asfal’t stal mokrym, poskol’ku prosél dozd’
Asphalt became wet since passed rain

Ty

€, X, €,y

asphalt(x)
become_wet(e;, x)

T - y
a( rain(y) )
pass(e;, y)

cause(e,, €;)

Potomu ¢to ‘because’ may be both semantically coordinating and subordin-
ating. I will only illustrate the subordinating variant here. The only semantic
difference from poskol’ku ‘since’, apart from a slightly different causal meaning
(not shown here), is the fact that the subordinate clause is not presupposed. At
f-structure, there are no differences. At c-structure, the construction is coordin-
ating. The example provided below is of the “split” variant of the construction,
as the existence of this variant demonstrates that it is ¢to ‘that’ that serves
as the c-coordinating conjunction here; potomu ‘for that reason’ is merely a
cataphoric element referencing the following clause.

(67) S PRED ‘become wet(suBJ)’

— N SUBJ [PRED ‘asphalt’]
S Conj S

\ PRED ‘pass(SUBJ)’
Asfal’t potomu stal mokrym,  ¢to  prosél dozd” | ADJ SURJ [PRED ‘rain’]
Asphalt thus became wet that  passed rain
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Ty

€1, X, €,y

asphalt(x)
7, ;| become_wet(ey, x)
rain(y)

pass(ey, y)
cause(ey, €1)

Finally, tak kak ‘as’ also involves a mismatch, but of a different kind. In this
construction, the semantics is coordinating, involving the rhetorical relation
of Explanation between two speech acts. The f- and c-structure, however, are
subordinating, as the construction is freely embeddable within the main clause
and behaves as a subordinating construction according to all the f-structure
diagnostics.

(68) S PRED ‘become_wet(SUBJ)’
— SUBJ [PRED ‘asphalt’]
NP VP
PN T T PRED ‘pass(SUBJ)’
Asfal’t, CP VP ADJ SUB] [PRED ‘rain’]
asphalt
tak kak prosél dozd’,  stal mokrym
as passed rain became wet
T, T2
e, x
my Y rain(x)
pass(e, %)
€Y
T asphalt(y)
become_wet(e,, y)
Explanation(sy, 7,)

4.6 Conclusions
In this paper, I have applied the approach previously elaborated in Belyaev

(2014) on the data of Ossetic to Russian causal constructions, the differences
between which are a long-standing problem of Russian syntax. I have shown
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that these constructions generally fit into the three-level approach, and the
allowance of mismatches between the three levels explains their otherwise
puzzling properties.

These results, especially the semantic classification of the constructions,
are not new; similar ideas have already been proposed in Russian linguistics.
However, it is important to highlight the usefulness of distinguishing between
different levels. This allows us to separate those properties which are truly
semantic from those properties which belong to the area of syntax. In partic-
ular, various properties related to extraction and anaphora have long been
believed to be directly reflecting semantics, in large part due to the influence of
Culicover & Jackendoff (1997) and later work on the topic. The data of Russian
show that, whatever semantic approach one adopts, these properties are in
fact logically independent from the meanings of the constructions in question.
At the same time, they are also distinct from those properties which are related
to constituency or linear order, and are thus situated at a level intermediate
between syntax and semantics: a kind of dependency-based structure.

In this paper, I have used LFG’s c- and f-structures as the constituency-
based and dependency-based representations, respectively. While c-structure
is a conventional syntactic tree, f-structure is a level unique to LFG. In principle,
corresponding representations in other frameworks, such as the deep syntactic
structure of Meaning<«>Text Theory, or HPSG’s synsEMm, should also be able to
reflect the relevant generalizations. But this does not mean that the analysis is
translateable to any framework. The key features of LFG that make this analysis
possible are the clear separation between constituency- and dependency-based
syntax and a rather unconstrained, almost construction-based, approach to the
interface between syntax and semantics. The importance of these features for
any grammatical theory which aims to capture the whole complexity of the
coordination vs. subordination distinction is one of the more broadly relevant
claims of this paper.

Another claim that has wider importance is that a multi-level approach
must be combined with a proper truth-conditional semantic theory instead
of the more representational approach of, inter alia, Culicover & Jackendoff
(1997), Yuasa & Sadock (2002) in order to account for the data. When such
a theory is used, the semantic distinctions involved in the coordination vs.
subordination opposition can be described in ways which do not directly
correspond to the traditional symmetry vs. asymmetry distinction: either as the
opposition between at-issue meanings and conventional implicatures, or as the
opposition between rhetorical relations connecting separate speech acts and
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asserted predicates connecting abstract objects (facts, events or propositions).
While similar ideas have been expressed in functionally oriented work (for
example, in the communicative approach of Pekelis 2009), a key advantage of
this approach is that it is formally explicit; therefore, analyses of particular
constructions in individual languages are comparable among each other and
lead to clear and testable predictions for each language.
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Notes on perspective-sensitivity

Lisa Bylinina, Eric McCready and Yasutada Sudo

5.1 Introduction

To evaluate the truth or falsity of statements like (1), one needs information
about the ‘perspective’ under which they are made.

(1)  Eric is standing to the left of the tree.

This is because (1) is only true or false with respect to the location of some
Perspective Centre (PC). To be more precise, the meaning of (1) is roughly
paraphrasable as “Eric is standing to the left of the tree looking from the PC’s
location”, and depending on where the PC is, the sentence might or might not
be true. If you imagine a situation as depicted in (2), for example, (1) is true if
Lisa is the PC, but not if Yasu is (the arrows indicate the orientation of their
faces).

@

Dependency on the PC — which we call perspective-sensitivity — is a type
of context-sensitivity, as who counts as the PC is largely determined by the
context (although as we will see shortly, it is not entirely up to the context).
One characteristic of perspective-sensitivity is that it is triggered by certain
items such as left, which we call Perspective Sensitive Items (PSIs). PSIs
must be somehow marked as such in the lexicon, since not every morpheme
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is a PSL For instance, the truth of (3) is not dependent on the PC.
(3)  Eric is standing to the north of the tree.

Supposing that the north in the picture (2) is upwards, (3) is true regardless of
whose perspective is adopted, unlike (1). What this shows is that perspective-
sensitivity is attributable to the meanings of PSIs, and the meanings of PSIs
must be analysed in relation to the PC. And this is exactly the task we are
concerned with in the present paper.

How should we go about the analysis of PSIs? The first thing to do is to
identify PSIs. We do so according to the following two (closely related) criteria:
(i) default speaker-orientation® and (ii) ‘shiftability’. The former property is
quite noticeable and easily demonstrated, although what counts as a ‘default’
is not so easy to pin down in rigorous terms (see fn. 2 below). Suppose in the
situation depicted in (2), Lisa is utters (1), while talking to her daughter Vera
at home over the phone. You, as a third-party observer, would say what she
said was true. This is because by default you take the PC to be the speaker,
Lisa. In fact, it would be quite strange to take Yasu’s perspective in this case.
The second property of shiftability is an important one that sets PSIs apart
from other context-sensitive items (which might include all natural language
expressions, if ‘context-sensitivity’ is loosely understood), and is worth clari-
fying here. We observe that when put in certain grammatical constructions,
PSIs can be interpreted with respect to a non-default PC. Here is an example.
Take the above context where Lisa is on the phone with Vera, and suppose
that she says (4).

(4) Yasu thinks Eric is standing to the left of the tree.

In this case, it is possible, if not required, to take Yasu’s perspective in un-
derstanding (4). Under this interpretation, what Lisa is reporting is Yasu’s
false belief (because Eric is actually standing to the right of the tree from
his perspective). Recall, importantly, that it was not possible to take Yasu’s
perspective in the scenario where Lisa uttered (1). This difference between (1)

At least for some PSIs — Predicates of Personal Tastes (PPTs), epistemic modals and evidentials, in
particular — the default PC often has a generic flavour (Moltmann 2009, Pearson 2013). In Bylinina,
McCready & Sudo 2014 we suggest that these items have another layer of context-sensitivity that
is responsible for the genericity, but we will not delve into it in the present paper.

With a sufficient prior context, however, the default PC can be somebody other than the speaker.
For instance, in a narrative context, it is most natural to take the PC to be the main protagonist,
rather than the narrator. This fact makes it difficult to rigorously define the notion of ‘default PC’.
We will not be concerned with this issue in the present paper.
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and (4) is one of the puzzles we want our theory of perspective-sensitivity to
account for.

It should be remarked at this moment that PSIs should be distinguished
from so-called indexicals like first person pronouns. Firstly, while first person
pronouns also exhibit speaker-orientation, they do so more rigidly. As noted in
fn. 2, the PC can often shift to a non-speaker, while this is virtually impossible
with first person pronouns, no matter how rich the context is (unless they
occur in quotations; but see McCready 2007 for data from colloquial Japanese).
Secondly, although it is known that indexicals do shift in certain grammatical
contexts in certain languages (a phenomenon known as ‘indexical shifting’;
Schlenker 1999, 2003, Anand & Nevins 2004, Anand 2006, McCready 2007,
Sudo 2012), perspective shifting is much more pervasive and is observed in
languages and constructions where indexicals do not shift. In fact, we are not
aware of cross-linguistic variation in perspective-sensitivity at this moment.

Now, according to the above characterisation of PSIs, the following expres-
sions count as PSIs.

1) Relative locative and socio-cultural expressions (Mitchell 1986, Partee
1989, Oshima 2006) — e.g. foreigneris ‘somebody from a different country
from the PC’;

2) Subjective predicates (Lasersohn 2005, 2009, Stephenson 2007, Mc-
Cready 2007, Moltmann 2009, Pearson 2013, Bylinina 2014) —e.g. ex-
pensive means ‘expensive according to the PC’s judgments’;

3) Epistemic modals and evidentials (Speas & Tenny 2003, McCready 2007,
Stephenson 2007, Anand & Hacquard 2013) — e.g. might p means ‘It’s
compatible with what the PC knows that p’;

4) Perspective-sensitive anaphora (Kuno 1972, 1973, 1987, Kuno & Kaburaki
1977, Sells 1987, Abe 1997, Sundaresan 2012, Nishigauchi 2014) —e.g.
Japanese zibun refers to the PC.

Unsurprisingly, the context-sensitivity of these items is generally acknow-
ledged in the literature, but the point has rarely been made, if at all, that their
context-sensitivity is of the same kind, i.e. perspective-sensitivity in our sense.
It is not our purpose here, however, to convince the reader of their uniformity
on an empirical basis, which we do elsewhere (Bylinina, McCready & Sudo
2014, where we also discuss their differences). Rather, the main purpose of the
present article is to revisit the theoretical ideas discussed in (Partee 1989) in
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light of the development made in the past 25 years since its publication on our
understanding of perspective-sensitivity, and other types of context-sensitivity
in general.

Looking at a subset of the above PSIs, Partee (1989) identifies certain
commonalities between pronominal anaphora with third person pronouns and
the way PSIs refer to the PC. As she remarks, the simplest way to account for
this state of affairs would be to postulate an implicit pronominal component in
PSIs referring to the PC. While there are perhaps a number of different ways to
implement this idea with or without morpho-syntactic ramifications, the core
idea behind it is that the PC is just a hidden pronoun. However, Partee raises
several reasons to be skeptical about this view. Let us start our discussion with
her observations and arguments against identifying the PC as a mere hidden
pronoun.

5.2 Why the PC is not a pronoun

5.2.1  Similarities

Partee (1989) identifies three classes of uses that third person pronouns and
PSIs share: 1) deictic uses, 2) discourse-anaphoric uses, and 3) bound-variable
uses, as illustrated in (5) and (6):

(5) a.  Who's he? DEICTIC
b. A woman walked in. She sat down. DISCOURSE ANAPHORIC
c.  Every man believed he was right. BOUND VARIABLE

(Partee 1989: (1-3))

Eric visited a local bar.

(6)

o

b.  Every sports fan in the country was at a local bar watching the playoffs.
(Partee 1989: (9))

The PSI in (6) is local, meaning ‘in the vicinity of the PC’. In (6a), it can be
understood in two possible ways: as referring to the utterance location, where
the speaker is the PC; or referring to wherever Eric was at the relevant time,
with Eric being the PC. The former corresponds to the deictic use and the latter
to the anaphoric use. (6b) has a reading where the meaning of local co-varies
with the sports fan, which is the quantificational use.

In addition to the range of these three basic uses, Partee observes another
parallel behaviour between pronominal anaphora and PSIs that has to do with
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restrictions on backward anaphora. The following examples demonstrate that
both an overt pronoun and PSIs exhibit Weak-Crossover effects. The PSI in (8)
is near(est), which roughly means ‘close(st) to the PC’.
(7) a.  Only his; top aide got a good picture of Reagan,.

b. #?Only his; top aide got a good picture of every senator;.

c.  Every senator; directed a smile at his; top aide. (Partee 1989: (19))

(8) a.  Only the nearest; photographer got a good picture of Reagan,.

=

#?Only the nearest; photographer got a good picture of every senator;.

c.  Every senator; directed a smile at the nearest; photographer.
(Partee 1989: (18))

Furthermore, Partee points out that both third person pronouns and PSIs allow
for ‘donkey anaphora’:

(9)  Every man who owns a donkey beats it. (Partee 1989: (12))

(10) a.  Every man who stole a car abandoned it 2 hours later.

b.  Every man who stole a car abandoned it within 50 miles / 50 miles away.
(Partee 1989: (13))

The PC component of the PSIs in (10) can co-vary with the time and location of
the event mentioned in the relative clause on the subject, which is analogous
to the interpretation of it in (9) where it co-varies with the donkey mentioned
in the relative clause on the subject.

As mentioned above, these observations naturally follow if PSIs come with
a silent anaphoric pronoun (in the morphosyntax or purely semantically).
Concretely, this ‘pronominal approach’ to perspective-sensitivity would ana-
lyse local as differing minimally from local to him/her with a phonologically
null argument instead of the overt PP containing a third person pronoun, for
example.

Despite its initial plausibility, Partee (1989) expresses doubts about this
analysis. Let us review empirical reasons she raises for her skepticism.

5.2.2 Partee’s arguments against the pronominal approach

Partee makes two kinds of observations that cast doubt on the pronominal
approach. Firstly, it is not always possible to overtly express the alleged pro-
nominal argument of PSIs. In some cases, furthermore, where it is expressed
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overtly, the argument looks like an adjunct rather than an argument (11).

(11) a.  Eric had a black spot on the middle of his forehead. To the left of it (from

Eric’s point of view / from an observer’s point of view) was a green ‘A’

b. *?... to the left of it from/for him (Partee 1989: (20))

Moreover, in general, there seems to be no general uniform manner in which
PSIs express the hidden pronominal argument (12).

(12) a. Citizens of every country tend to find {foreign cars/foreigners / strangers}
attractive.

b.  [foreign to them/that country], [a stranger to them/that country], *[a for-
eigner to them/that country] (Partee 1989: (21))

Secondly, even for items that can take an overt pronominal argument, there
are configurations where its overt realisation is forbidden. The PSI arrived in
(13a) (adapted from Partee 1989) cannot combine with an explicit pronominal
argument (there), unless an overt antecedent for this pronoun is added (from

any place) (13b):

(13) a. In all my travels, whenever I have called for a doctor, one has arrived
(*there) within an hour.

b.  In all my travels, whenever I have called for a doctor from any place, one
has arrived there within an hour.

Partee admits that these considerations are suggestive, but not conclusive.3
Below, we add more empirical arguments for her hunch, which we believe are
cogent enough to reject the uniform pronominal approach.

5.2.3 Constraints on the PC

We observe that there are constraints on what the PC can be that do not
constrain the anaphoric possibilities of third person pronouns. Firstly, as noted
at the outset, the PC is by default taken to be the speaker, while third person
pronouns do not exhibit default speaker-orientation (they in fact often denote
non-speakers).

In her words: “I will offer what seems to me to be rational grounds for my skepticism, but I have
to confess to sometimes wondering if I don’t have a temperamental objection to the uniform
pronoun approach. I have resolved several times in the past to try to work out an analysis with
pronouns, and have not been able to bring myself to do it. But I hope someone will try to work
out such a theory so that results can be compared” (Partee 1989: fn. 12).
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Secondly, in their anaphoric uses, third person pronouns can in principle
refer back to any individuals that have been mentioned in the discourse (as
far as the ¢-features match), while PSIs are much less flexible in this regard.
For instance, in the following examples, the third person pronoun can refer
back to the comitative phrase, while the PSI cannot, so the foreigner in (14b)
cannot be somebody who is a foreigner from Vera’s perspective.

(14) a.  Yasuis talking with Vera about her mother.

b.  Yasu is talking with Vera about a foreigner.

Thirdly, while two third person pronouns can generally have different referents,
two PSIs occurring in the same ‘domain’ must refer to the same PC. We call
this behaviour SHIFT-TOGETHER-LOCALLY (cf. Anand & Nevins 2004, Shklovsky
& Sudo 2014). Here is an example. Suppose Wei is from China but not the
speaker. Assume also that the speaker and Wei are facing each other. Then
the reading (15¢), if available, should be true if Wei talked to a Chinese person
who was sitting next to him, on the side closer to his heart. Similarly (15d), if
available, should be true if Wei talk to somebody from my country who was
sitting next to him, on the side further from his heart. However, these ‘mixed’
readings are not attested for (15).

(15) Wei talked to a foreigner on the left.

a.  Wei talked to someone from a different country than me who was sitting
on the left from my perspective.

b.  Wei talked to someone from a different country than Wei who was sitting
on the left from Wei’s perspective.

c.  *Wei talked to someone from a different country than me who was sitting
on the left from Wei’s perspective.

d. *Wei talked to someone from a different country than Wei who was sitting
on the left from my perspective.

On the other hand, two pronouns in similar syntactic configurations can have
mixed readings, as shown by (16).

(16)  Eric, said that Wei,, broke his, ,, computer in his, ,, office.

It seems to us that these observations reinforce Partee’s skepticism to a point
where we can confidently assert that perspective-sensitivity cannot be iden-
tified with pronominal anaphora. Thus, we reject the pronominal approach
to perspective-sensitivity of the kind that postulates a simple pronominal
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component in PSIs. But of course the similarities between the two phenomena
should not be understated. How could we reconcile these seemingly conflicting
demands? In the next section, we will discuss the idea that Partee (1989) brings

up.

5.3 Some Theoretical Prospects

Instead of the pronominal approach where perspective-sensitivity is reduced to
pronominal anaphora, Partee (1989) invites us to consider a different theoretical
possibility where both pronominal anaphora and perspective-sensitivity are
both conceived of as special cases of more general context-dependency. She
suggests a way of implementing it in a version of dynamic semantics, but we
believe her core intuitions are more general, and for the sake of simplicity, we
will stick to a static setting for the moment.

Roughly put, the idea is that both third person pronouns and PSIs —and
context dependent items more generally — refer to ‘contexts’, although they
refer to different aspects of contexts. In order to make the discussion more
concrete, let us postulate (possible) contexts in the model. We assume that
they are equipped with (at least) two features: the PC and a set of salient
individuals.# Thus, we assume that a context c is formally a pair consisting of
an individual P,, the PC, and a sequence s, of individuals, which represents
salient individuals in the context, i.e. ¢ = (P,, s.).

The semantic value of an expression a with respect to the context c is
denoted by [] .- The pragmatics-semantics interface ensures that (in the
default case) when the sentence is uttered in a context ¢, it is evaluated against
¢o- Let us state this as a rule, as in (17).

(17) A declarative sentence S uttered in ¢, is true iff [S] = 1.
0

To reiterate the central tenets of Partee’s idea we are pursuing, context-
dependent items refer to the context index in a non-trivial manner in their
meaning, while context-independent ones do not. For third person pronouns,
for instance, we assume that they bear indices and pick out the ith coordinate
from the sequence s, of c. Let 7’ be the ith projection function (for any i € N).
Then for any context c, [he;]] = 7'(s,). This is no different from what is

One could in principle enrich contexts to account for other context-dependent items, e.g. one
could add a unique agent to each context so as to account for first-person pronouns, as done by
D. Kaplan (1989) among others, but since these additional aspects are orthogonal to our central
concerns here, we will ignore them.
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standardly assumed (by frameworks that postulate variables) in any essential
respects.

Being context-dependent, the semantic values of PSIs are also dependent
on ¢, but they do not bear indices unlike pronouns and simply refer to the first
coordinate of ¢, the PC P,. Here are some examples.

(18) a  [left] = Ax..Ay.. y’s location is left of x’s location relative to P,

b.  [local] . = A%, x is in the vicinity of P,

It should be emphasised here that according to the present analysis, there
is a irreducible difference between PSIs and pronouns. PSIs refer to the first
component of ¢, namely P, without an index, while pronouns refer to the
second component of ¢, namely s, and pick out its ith component. This idea
is fundamentally different from the spirit of the pronominal approach we
considered above, where PSIs merely contain a (null) pronoun. And import-
antly, we can capitalise on the formal distinction between PSIs and pronouns
in formulating the restrictions on what can be P, that we observed in the
previous section, as we will demonstrate now.

5.3.1 Default Speaker-Orientation

Recall from the introduction that the PC is by default interpreted as the speaker.
We enforce this by requiring that the utterance context by default has the
speaker as the PC. That is, if the speaker a, utters a sentence S in an context
equipped with a sequence of salient individuals s, we take the context ¢, to be
(@c,» S¢,)- This should be conceived of as a pragmatic rule. Unfortunately, there
is a considerable degree of uncertainty here with respect to how this pragmatic
rule actually works. In particular, as noted in fn.2, in certain situations, it is
quite natural to take somebody other than the speaker to be the PC, e.g. in a
narrative context. We leave this topic for future research, but it is an important
feature of the present analysis that we can formulate a default rule that only
affects the interpretation of PSIs.

5.3.2 Perspective Shifting

What about cases where the PC is different from the default? As we saw in
the introduction, in belief reports, it is possible to take the attitude holder to
be the PC for PSIs embedded in the subordinate clause. We observe similar
shifting behaviour in the following contexts.
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(19) a.  Matrix questions allow the PC to be the addressee.
b.  Adjunct clauses such as if-clauses allow the PC to be the matrix subject.

c.  Modifiers (e.g. relative clauses) on objects and other VP-internal positions
allow the PC to be the matrix subject.

As we discuss concrete data elsewhere (Bylinina, McCready & Sudo 2014), we
will not present it here. Instead we will focus on how this shifting behaviour
can be accounted for.

First, it is instructive to remind ourselves how third person pronouns ‘shift’.
It is standardly assumed that the interpretation of a third person pronoun is
not entirely determined by the context and the index they bear, but also by a
grammatical mechanism, i.e. by the A-operator (cf. Heim & Kratzer 1998):
(20)  [A;XP] = Ax,.[XP] Posglio]
s[i = x] is that sequent that differs from s at most in that its ith coordinate is
x. The primary function of the A-operator is to enable variable binding.

Suppose that something very similar happens with the PC. Concretely, we

propose that perspective shifting takes place via an operator II.
@) mXe] = Xel
When this operator is present, all PSIs in its scope are interpreted relative to
the new PC, r;(s,). It is important that IT bears an index i, whereby referring to
the ith coordinate of s.. This makes IT pronominal in some sense, and as we will
see, this will allow us to account for the commonalities between pronominal
anaphora with third person pronouns and perspective-sensitivity that Partee
(1989) pointed out.

Let us see with concrete examples how II achieves perspective-shifting.
Consider the sentence in (22). It has two readings: a speaker-oriented reading,
where the PSI foreigner is interpreted under the speaker’s perspective, and a
shifted reading, where the PC is Eric. The latter shifted reading is accounted
for with an LF containing II, as in (22b) (where 7°(s,) = Eric).5

At this point we remain agnostic as to where exactly the II-operator is located. This issue closely
ties to the ‘domain’ of perspective-shifting, which we are not able to identify at the moment (see
discussion in section 5.3.3). For expository purposes, we locate the II-operator somewhere close
to the shifted PSI.
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(22) a.  Ericinvited a foreigner.
b.  [Eric invited [II; a foreigner]| . = Eric invited someone from a different

country than 7%(s,).

The presence of IT is also essential in deriving bound variable readings of PSIs.
Let’s first discuss the derivation of the bound-variable readings of third person
pronouns. For sentences with quantifiers, as in (23), we assume movement of
the quantifier phrase (following Heim & Kratzer 1998):

(23) a.  Every boy likes his mother.
b.  [every boy] [ A f; likes hisg mother ]

The semantics of (23) is built using the following denotations of the relevant
parts:
(24) a.  [every boy] . = AP(ay. for every boy x, P(x) = 1

b.  [[Ag #; likes his; mother|] = Ax,. [t likes hisy mother]]
likes x’s mother

Ax,

o X

(Poselsmxl)

These ingredients give us the correct semantics of (23):

(25)  [(23b)] , = for every x who is a boy, x likes x’s mother

The same mechanism works for bound variable readings of PSIs. To derive the
bound variable reading of (26a), its LF needs to contain both the A and the II
operator, bearing the same index, as in (26b):

(26) a.  Every boy invited a foreigner.
b.  [every boy] [ A, ¢, invited [ II; a foreigner ]].
The LF in (26b) has an interpretative effect of the bound-variable reading of
the PSI foreigner, as the index on II ends up being ‘bound’ by the quantifier.
(27)  [IAq t invited [IL a foreigner]]] = Ax,. [t; invited I, a foreigner]]
= Ax,. [invited]

= Ax- [invited] , ()¢ wosostor) Lol o)
= Ax,. x invited someone from a different country than x

(Pg,sc[67x])

[T, a foreigner])

<Ps,sc[eHx1>( <Ps.sc[6m1>)( 5] <Ps,sc[6Hx1>)

[la foreigner]] (

If A and II bear different indices, the non-bound reading of the PSI will arise.

(28)  [Aq t; invited TI, a foreigner] = Ax,. [[¢; invited a foreigner]] ool = Ax,. x

invited someone from a different country than 73(s,)
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We also tentatively assume that II is optionally present. If I1 is absent, the PC
is taken to be the speaker, due to the default pragmatic rule we postulated
above.

The present mechanism can also account for the data involving donkey
anaphora in (12) by simply dynamicizing the entire system. Since this is largely
routine, we will not present a dynamic version of the system here.

5.3.3 Shift-Together-Locally

Recall now the SHIFT-TOGETHER-LOCALLY constraint discussed in section 5.2.3
and illustrated in example (15). This constraint is accounted for with an auxili-
ary assumption that at most one instance of IT appears per ‘domain’. To see
this more concretely, suppose that one and only one IT appears in the DP a
foreigner on the left:

(29)  [I, [a [foreigner] [on the left]]]

Depending on what 72(s,) is, the PC is taken to be a different person. Crucially,
however, the two PCs foreigner and left are interpreted with respect to the
same PC, deriving SHIFT-TOGETHER-LOCALLY.

In order for this analysis to be complete, it needs to be established what
constitutes a domain of perspective-shifting. This can in principle be investig-
ated by checking where SHIFT-TOGETHER-LOCALLY holds between two PSIs.
For instance, we observe that VP as a whole is not a shifting domain (pace
Sundaresan 2012), given that the PC for a PSI used as a main predicate does
not shift to the subject, as shown by (30).

(30) #This boring comedian is funny.

The PSI funny cannot be relative to the comedian, which would make the
sentence synonymous with “This boring comedian is funny from his own
perspective’. This interpretation would be possible, if II could appear right
above funny with an index referring to the comedian. On the other hand,
funny appearing as part of the object DP can shift to the subject, as in (31).

(31)  This boring comedian met a funny philosopher.

In this case, the PC for funny can be the comedian.
Partee (1989) also notes that shift-together does not hold between PSIs in
the subject and in the VP, which are, presumably, in different domains:
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(32)  Most foreigners speak a foreign language. (Partee 1989: (31))

There’s a reading of (32) where foreigners is anchored to the utterance or dis-
course context, while foreign is anchored to the restrictor, i.e. to the perspective
of the (variable) subject.

In this short paper, we cannot delve into the issue of what counts as a
domain of shifting, which we leave for future research (see Bylinina, McCready
& Sudo 2014 for some data and preliminary hypotheses).

5.3.4 Thematic Restrictions

We observed in Section 5.2.3 that PSIs are more constrained than third person
pronouns in terms of the thematic status of noun phrases they can refer
back to. For instance, (14) demonstrates that the PC cannot refer back to the
comitative phrase. This restriction is not specific about comitative phrases. A
similar difference between pronominal anaphora and perspective-sensitivity
is observed with a conjoined subject. Specifically, one of the conjuncts of a
conjoined subject cannot be the PC. Suppose Lisa, who is Russian, utters (33).

(33)  Vera and Eric met a foreigner.

Suppose further that Vera is also Russian, while Eric is American. This sentence
cannot describe a situation where Vera and Eric met an American, although
an American is a foreigner for Vera. By contrast, a third person pronoun can
easily refer back to one of the conjuncts, as demonstrated by (34).

(34)  Vera and Eric met her violin teacher.

The immediate question here is which noun phrases can be referred back to by
PSIs and which cannot. In order to answer this, however, a systematic study is
needed, which we unfortunately need to leave for future work. But we would
like to note here that part of this restriction is for a subclass of PSIs, especially
Japanese zibun, under the rubric of ‘subject-orientation’.

As the empirical landscape is not yet entirely clear, we will not try to
formulate the restriction. However, it should be recognised that how such a
constraint can be formulated in our framework is not at all a trivial issue. In
particular, our analysis so far assigns a pronominal component to II, which by
assumption should behave like third person pronouns with respect to thematic
restrictions. If so, there is in principle nothing that prevents II to appear above
a foreigner in (33) and shift the PC to Vera. We will leave this issue for future
research.
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dopmManbHas cemaHTnka u ¢unocodus:

MMUPOBOWN OMbIT U POCCUINCKNE MEPCNEKTUBDI

Exarepuna Boctpuxosa u Ilerp Kycamnit

CoBpeMeHHbIE MUPOBBIE MCCIENOBAHMS B 061acTi GOPMATIBHOI CEMAHTUKI €CTe-
CTBEHHOT'O 3bIKA IPECTABIIAIOT COGOI MEKAMCLAILUIMHAPHBII IIPOEKT, B KOTOPOM
3a/1elICTBOBAaHA JIMHIBUCTUKY, JIOTMKA 1 (uocodus’. OqHAKO, KaK B POCCUIICKOIL, TAK
OTUACTH, U B 3apy0exKHOI (P1I0coduIL 3a4acTyI0 COXPAHAETCA CKEIICHC B OTHOLIEHNI
poexTa GOpMAaTIBHOTO CHUCTEMATIUECKOTO ONMCAHNS €CTECTBEHHBIX SI3BIKOB.

B paMKax DaHHOI CTATbU MBI PACCMOTPMM IIPUUMHBI TAKOTO TIOJIOKEHMS el I
orpo6yeM 0603HAUNTS Te ACIIEKTHI COBPEMEHHBIX (II0COPCKIX MCCIeROBAHMI (KaK
B OTEYeCTBEHHOIL, TaK U B 3apyOesKHOI Ppuitocodui), B KOTOPBIX BIVISIHIE (OPMATBHOI
CEMaHTMKI U JIMHTBUCTUKY B I1€JIOM MOTJIO OBl 0Ka3aThCsl KOHCTPYKTUBHBIM.

6.1. ®opmanbHas cemaHTUKa 1 pyHAaMeHTalbHble
npo6nembl ¢punococpun asvika

6.1.1. PopmanbHbIl aHANN3 3HAYEHUs] €CTECTBEHHO-3bIKOBbIX
BbIpaxeHWI1 Kak ¢punocodpckas npobnema

IIpoexT hopMaIBHOrO aHAIM3a 3HAYEHNSI B €CTECTBEHHOM SI3bIKE BOCXOIUT K
paboram ¢punocodos I'. Opere, B. Paccena n JI. Burrenrieitna. OqHako gaxe
9TM aBTOPBHI BBIPKAIY CKEIITHUIM3M B OTHOIIIEHUY BO3MOKHOCTHU (POPMAaIIb-
HOT'O aHaJM3a eCTECTBEHHOrO si3bIKa. PUI0co(BI 1 JIOTMKY yKa3bIBAIM Ha
TO, UTO B €CTECTBEHHOM SI3bIKE MOXKHO (pOPMYJIMPOBATH IPOTUBOPEUNBEIE,

CM. 06 3TOM, HaIIpyUMep, OTKPHITYIo Jekuuio B. Ilapru: http://polit.ru/article/2012/05/18/
Partee
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HO IIpU 3TOM rpammaruueckue yreepxaenns (Kemeny 1957: 313), uro B HeM
MOJKHO (POPMYJIMPOBATH IPAMMATIUECKY KOPPEKTHBIE TICEBIOIPEIIOKEHIST
(Kapuan 1998: 69—70), Ha TO, YTO CTPYKTypa IPeII0KEHNIT eCTECTBEHHOTO
SI3bIKa MOJKET OBITh HEOJHO3HAUHO, UTO, B CBOIO OUepeb, BBI3IBAET UX
IBycMbIcIeHHOCTD (Paccen 2002), Ha TO, UTO HEOJHO3HAUHBIMI MOTYT OBITH
[aKe eUHNYHbIE BHIPAKEHUS eCTeCTBEHHOTO s13bIKa (Ppere 2000a: 231), Ha-
KOHeIJ, Ha TO, uTo 0003Hauarolie 1 HeoOo3HAUAOIIEe TEPMIHBI MOTYT
HMKaK TpaMMaTUUeCKU He OTIMYaThes ApyT oT apyra (Paccern 2002).

[TapTu B Partee 2011: 18 ykasbIBaerT, 4TO Jaske IPU CTOJIKHOBEHUN CAMBIX
HEIPYMMPUMBIX B CBOUX (III0CO(CKIX B3IIA[aX ONIIOHEHTOB (KOMMI OBLIII,
nanpumep, B. Paccesn u I1. CTpocoH) OHM COTVIAIIANINCE JIMIITH B OMHOM: « S,
OJ[IHAKO, cortaceH ¢ MucrepoM CTPOCOHOM, UTO OOBILEHHBIN SI3bIK HE MIMeeT
HUKAKOI JIOTUKI».

IIpo6iema HePa3TMUMMOCTH B €CTECTBEHHOM SI3bIKe 0003HAUAIOIINX U
Heo003HAUAKIINX BEIpayKEHNI ObLIa OHOI 13 Hauboiee BasKHbIX LI (uio-
cooB, 160 oHa ObliIa CBSI3aHAa C BOIIPOCAMI OHTOJIOTMM I JIOTMUECKOIT pOopMBI
npennoxenus. B. Paccen (Pacces 1999) mostaras, 4To €CTECTBEHHBIN I3BIK
SIBJISIETCSI HEJIOTYYHBIM, IIOCKOJIBKY, K IPUMEPY, IOJIEXKAIINM B aHIJIMIICKOM
SI3bIKE MOJKET OBITh KaK coOCTBeHHOe MMs «[[DKOH», TaK M KBAHTOP «KaK-
IbII cTymeHT». OmHaKo, corsacHo Pacceny, «KasKIpIil CTYyqeHT» He sIBJIIeTCS
KOHCTUTYEHTOII (T.e. BEIpayKeHMeM 00IaJaolIM COOCTBEHHBIM 3HAUEH-
€M), 3HaueHle JaHHOTO BBIPAXXEHNST KaK Obl pacIpOCTPaHsIETCs TI0 BCEMY
IIpeIOKeHII0, OHO BKJIFOUAeT BCE, KpOMe BBIAEIEHHOT0 KUPHBIM IIpuUPTOM
anemenTa: Vx[CtymeHT(x) —>YMeH(x)].

B ntore ¢pmiocodcekas tpaguius, Bocxoasinas kK Opere u Pacceny, or-
OpachIBajia eCTeCTBEHHBIE A3BIKM U 00paIanach K UCCIeqOBAHMIO POpMaI-
30BaHHBIX A3bIKOB JIOTMKIL, TOTAa KaK B TPaAUIM, CBI3aHHOI co CTpoco-
HOM M BOCXO[AIIEN] K II03{HEMY BUTreHIITelIHY, B KAUECTBE aJIbT€PHATUBbI
(opManbHO-CEMaHTNUECKOMY aHAIN3Y eCTECTBEHHOTIO sI3bIKa B Gutocodum
6b11a chopMyIMpOBaHa KOHLIENIMsI 3HAUEeHNS KaK yroTpebienus (Burren-
ITeitH 1994b), B KOTOPOIT HE 0CTaBAIOCH MeCTA [JISL PA3TITUNSI MEXK/Y TEM, UTO
CKa3aHO B IIPeJIOKEHN, ¥ T€M, UTO UMIUIMIIVIPYETCS B €r0 MIPOM3HECEHMM:
3HAUeHIe [TPeJIOKEHIS [IEIMKOM U ITOJIHOCTHI0 OKa3bIBaJIOCh 3aBMICYIMBIM
OT KOHTEKCTa ero yrorpebienus. IIpy 3ToOM KOHTEKCT MOHMMAJICSI B CAMOM
LIMPOKOM CMBICJIE.

Wnen mo3guero BurreHiireitna okasanu 00OJIbIIOe BIAMSHIE Ha QIIOCO-
¢uro s13bIKa, ¥ MHOTTIE MCCIIeTOBATeNN, CIEAYS 32 HUM, CUMTAIN, UTO IIPOEKT
(opMaTbHOrO CUCTEMATUUECKOTO MCCIETOBAHMS SI3bIKA HEBO3MOXKHO pea-

81



dopmanpHasg ceMaHTUKA U Guocopus

nM30BaTh. [JJaHHBIN CKEIITUIMI3M JO CUX IIOp COXPaHsSeT CBOe BINMAHNE Ha
MHOTHUX G1I0co(OB, MHTEPECYIOINKCS IIPOOIeMaMM I3bIKa, KaK B OTeue-
CTBEHHOIL, TaK I B 3apyOesxHOI dpumocodpuu. ITU MBICIUTEN CUUTAIOT, UTO
KOHTEKCTyaJIbHas 3aBMCHMOCTD VI HEOIIpeeJIEHHOCTh BBIpasKeHNI He IT03BO-
JIAIOT OTHEJINTD NPOGIeMHYI0 00IaCTh CEMAaHTMKY OT IIpoGIeMHOIL 061acTn
nparMaTuky. VHBIMM cI0BaMu, 3TH MICCIIESOBATENN II0JIaraioT, UTo He Cy-
I[eCTBYeT pasIMuMsa MeKy TeM, UTO CKa3aHO B IIPEJIOKEHIM, M1 TEM, UTO
VMILTUIPYeTCs, IpeIoaraeTca FroBOpAIIUM IIpy ero npousHecenun. OHu
QyMaloT, YTO HEBO3MOKHO 3a/laTh I OMMCATh yCIOBUSA UCTMHHOCTY IIpeJIO-
JKEHIS BHE 3aBVICHMOCTY OT KOHTEKCTa er0 KOHKPETHOTO ITPOM3HECEHI.

6.1.2. PewieHus ncxoaubix ¢punocopcknx npobiem B npoekte
c¢hopmanbHOli ceMaHTUKN eCTeCTBEHHOrO A3bIKa

B mpoexre popmManbHO-cEMaHTUUECKOTO aHAIN3a €CTECTBEHHOTO I3bIKa, Ha-
yaToM B paGotax P. MoHTer1o ObLIN CHATHI MM HEIIOCPEACTBEHHO PeLIEeHBI
MHOTIE 13 IIpoGiieM, BOIHOBAaBUINX (GutocodoB s3bika. Tak, M3BECTHOE pe-
LIEHNe OIMCAHHOI BbIle rpobiemsl Paccerna, npemoskenHoe MoHTero
(Montague 1973) B paMKax cpOpMyIMPOBAHHON UM MHTEHCUOHAIBHO JIOTH-
KI1, IIO3BOJISLTIO IIPEICTABUTH TaKye KBAHTOPHBIE BHIPAKEHNIS KaK «KayK/IbIi
CTYy[EeHT» B KaueCTBE KOHCTUTYEHTBL, T.€. MHTEPIIPETUPOBATD BHIPAKEHIIE
«KaX[IbIII CTY/IEHT» KaK ofanarliee COOCTBEHHBIM 3HAUeHMEM. B yroMsany-
TOI paboTe MHTEPIIPETALS OCYIIECTBIIAIACH OTIOCPENOBAHHO Uepes IIePeBOT
€CTeCTBEHHO-SI3bIKOBOTO BBIPAYKEHNE B I3bIK MHTEHCHOHAIBHOI JIornKu: [le-
pesox («Kaxnslit crynent») = APVx[Crynenr(x) — P(x)].?

UccnemoBaHus, IOCTIEROBABIINE B Pa3BUTIE HOBATOPCKMX maeit MoH-
TETIO0, ITO3BOJIMIN KAaTErOpeMaTUUECK IIPOMHTEPIIPETUPOBATh U MHOTIIE
IOpYTVi€e BBIPAXXEHUS eCTECTBEHHOTO SI3bIKA, OIIPe/IeIIIBIIIIECS PAHee B JIOTUKO-
CeMaHTIUECKOI TPaJMLIMN UCKITIOUUTENIBHO CUHKATErOpeMaTnyecku. B uacr-
HOCTHU, PeUb UIET O CO3aX I JIOTMUYECKUX CBI3Kax (cM., Harpumep, Partee
& Rooth 1983 n Partee 1987). Takas uHTepIpeTalus MO3BOJISJIA AAThH IIpE-
JIOKEHUSIM €CTECTBEHHOTO A3bIKa KOMITO3UIOHAIBHYIO MHTEPIIPETALINIO B
paMKax CeMaHTMKM YCIOBUI UCTUHHOCTI, YTO TAKKE OKA3aI0Ch BAYKHBIM C
¢mnocodckoit TOUKY 3peHNUsT pe3yIbTaTOM, 100 paHee KOMIIO3MLIMOHAIbHAS
VHTEPIIPETALMS CUNTAIACH BO3MOKHOI JIMIIIB IJIs1 BEIPAKEHMIT (OopManmnso-
BaHHBIX A3BIKOB JIoruku (cMm. Ppere 2000Db).

B pamkax ¢popmManbHO-CEMaHTUUECKON TPAANIIUN I3bIKOBOTO aHAIN3a

2 Ilompo6Hee 06 aToM cM., HanpuMep, Bax 2010.
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ObLIN IIpeIOKEHbI pellleHns 1 I psiga IpobiaeM, 6eCIIOKOMBIINX CTOPOH-
HIKOB KOHIIEIIIY 3HaUeHNU KaK yIoTpebiaeHns. BosMOXHOCTD TpoBeReHMsI
YETKOTO pasinums MeX/y IPAarMaTUKOIL I CEMaHTMKOI JOJITOe BpeMs IO/~
yepKMBaJach B GOpManbHO-CEMaHTIMUECKIX MCCIIeOBAHMAX, MO0 CUMTaIach
KpajiHe Ba)KHOI [JI1 BO3MOYKHOCTY CICTEMATIYECKOTO YICCIIeJOBAHYS 3HAUe-
HUISL

PaccmoTpum, HanpuMmep, npeaiioxkeHue «Bce cTyqeHTBI ciaiu sK3aMeH
Ha OTIIMYHO». 3HAUEHIIE 3TOTO MpeJIoKeHN!s, IPOM3HECEHHOT'0 B KOHTEKCTE,
OYOYT COCTOSITH HE B TOM, UTO BCE CTYIEHTHI BCET0 MIMpA CHAIN 9K3aMeH
Ha OTJIMYHO, & B TOM, UTO BCe CTYHAEHTHI B KOHKPETHOM KJIacce CHAIM 9K3a-
MeH Ha orTimyHo. KaknM o6pasoM maHHOe NpeioKeHue II0IyyaeT Takoe
npouTeHue?

HexkoTtopsle pagyuKkaIbHble OTBETHI IPEAJIATAIOTCSA B paMKaX GuiIocodcKo-
ro KOHTeKcTyanmsMa u ¢uiaocodpckoro muaumanmsma. CoriacHo KOHTEK-
CTyau3My, [JIs afeKBaTHOTO aHaJIN3a TOTO, UTO CKa3aHO, He JOCTATOYHO
CEMaHTUKY; HII OMHO IpeJIOKeHe He BhIpakaeT IIPOIO3MLNIo, He oba-
JaeT YCIOBUSMU MCTUHHOCTY (MIJIM YCIOBUSIMI IIPMEMIIEMOCTI), €CIIVT MBI
paccMmarpuBaeM ero 6e3 KOHTEKCTa yIoTpeOieHns 11 He IIPMHUMAaeM BO BHI-
MaHIe IIparMatnyecKue 1o cBoeil npupone pakropsl. K KoHTEeKcTya n3mMy B
cemaHTuke orHocAT upen [[x. Cepia, U. TpeBuca, ®. Pexanarn, [[x. [leppn n
Aap.

CorslacHO MUHMMAINU3MY, JaHHOE IIpeJIoKeHe B IeICTBUTEIBHOCTI
O3HAYaerT, YTO BCe CTYEHTHI BCEro Mupa CAIM 9K3aMeH Ha OTINYHO. Takum
00pa3oM, Korja Mbl ero IPOM3HOCKM, MBI IIPOM3HOCKUM IIpeJIoKeHNe, KOTO-
poe B OyKBaJIBHOM CMBICIIE SIBIISIETCS JIOKHBIM. CIyIIIaTesb IbITAETCS IIOHSTb,
UTO TOBOPAIINIL MIMeJ B BUY, IIPOM3HOCS OUEBIIHO JIOKHOE IIpeJIoKeHe,
OH IIBITAETCS MHTEPIIPETUPOBATh €0, pYKOBOACTBYSICH T€M, UTO KOOIlepa-
TUBHBI cOOECeHNMK PYKOBOACTBOBAJICA MaKCUMOI MH(POPMATUBHOCTH U
XOTeJI COOOIIIUTH UTO-TO MHTEPECHOE U cofepKkareapHoe. Takum o6pasom,
TOBOPUILNIL IIOHVMAET, UTO PeUb MIET O BCeX CTYIEeHTax B OIpeneIeHHOM
koHTekcTe. K MuHMMann3my B coBpeMeHHOI Gumocoduu si3pIKa OTHOCATCS
H. Canmown, C. Coymc, 9. Bopr, K. Bax., 9. Jlenop, I'. Kanmenen un ap. (cm.
Borg 2004, K. Bach 1999b, Cappelen & Lepore 2005). O6a atu oTBeTta He SBJIsI-
I0TCS YAOBJIETBOPUTEIbHBIMIL. [IepBBIil U3 HUX IpeAIIoaraeT, UTo Helb3s
IIPOBECTY pas3INure MeXXAY CEMaHTUKOI M IIparMaTUKOM, a BTOPOI — YTO
GOJIBILIMHCTBO MPeJJIOKEHNII (2 BO3MOKHO U BCe), KOTOPBIE MBI IIPOU3HOCUM,
SIBIISTFOTCS JIOKHBIMY M UTO Ge3 IIPMBJIEUeHNS IIparMaTnuecKnx IIPUHIAIIOB
HeJIb3s MHTEPIIPEeTUPOBATh HI OJTHO U3 IIPeJIOKEHMIT I3bIKa.
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Perrenne st maHHOI Ipo6iIeMbl OGBLUIO IIpeIoKeHO B GopManbHO-ce-
MaHTIYeCcKoi1 ureparype. Ilogxon, nprHIMaeMblii GONBLUINHCTBOM COBpe-
MEHHBIX JIMHTBUCTOB-IIpeAcTaBuTeNel GOpMaIbHO-CEMAHTIIUECKOTO HAIIPAB-
JIEHVIST, COCTOUT B TOM, UTO B JIOTMUECKOI popMe IIpeqyIoKeHIsT IPICYTCTBY-
0T 3JIeMEHTHI — IIepeMEHHBIE, KOTOpble He Mpomn3Hocarcs. CylecTByoT
JIHTBUCTIUECKIIE TECTHI, KOTOPbIE II03BOJISIOT BHISIBUTD IIPIUCYTCTBIE TAKMUX
nepemeHHbIX. Hanpumep, oHM MOTYT ITOJIydJaTh CBA3aHHOE [IPOUTEHIIE.

(1) B GompLIMHCTBE CTpaH, KOTOPBIE S TOCETILI, KAXKAbI TEHHICUCT CTAPAETCS
6b1Th Kak Monuka Cenent. (von Fintel 1998)

(1) He mpocTO 0O3HAYAET, UTO «KAKABII TEHHUCICT IIbITAETCS OBITH Kak MOHM-
ka Ceinerr». «Kaxapiit TeHHUCHICT» BhIOMpAET pasinuHble KJIACCHI JIIOIET,
B 3aBUCUMOCTI OT CTPAHBI («KaXKABII TEHHUCHUCT B 9TOI CTpaHe»). 31ech
MBI OOHAPY’KIBAEM IIPUMEP CBSI3aHHOTO IIPOUTEHNST KBAHTUPUIIPOBAHHOI
VIMEHHOI IPYTIIIBIL.

3aBUCUMOCTb OT KOHTEKCTA U HeOIlpeIeJIeHHOCTb eCTeCTBEHHOI'O A3bIKa
y’Ke JaBHO cTainy o6beKTaMu GOpMaIbHOTO UCCIeqOBaHNS, U Teleph Hellb3s
IIOCTPOUTH apryMeHT, B KOTOPOM IIPOCTO U3 CyIlleCTBOBAaHUS TAaKOTO poja
(eHOMEHOB BBIBOAMUTCSI HEBO3MOXXHOCTh X CUCTEMATIUECKOr0 aHaIM3a.

6.1.3. BaxxHOCTb IMHrBUCTUKY AN cCOBpemeHHOVi (punocodpun asvika

KirroueBbIMu TeMaMu B puitocopum A3bIKa SBISIOTCS IpobiieMa 3HaUeHUsI
VIMeH COGCTBEHHBIX U OIPeNeIeHHBIX JeCKPUIILINIL, MECTOMMEHNII 1 CBA3aH-
HbIE C 9TVM IIPOOIIeMBI IPAMOIL pedepeHLN, TpobieMa 3HAUEHS MOLANb-
HBIX U YCJIOBHBIX (BKJIIOYast KOHTp(aKTIUeCcKye) BbICKA3bIBAHII, 3HAUECHIIE
IIpeJIOKEHNIT O BEPOBAHIAX, BOIIPOC O IPaHMIle MeKAY CEMaHTMKOI ¥ IIpar-
MAaTMKOIL.

JaxHbBIe TeMBI pa3pabaThIBANINCh TaKXKe B paMKax (GOpMarbHOI JIMHT-
BUCTUIKY, ¥ PE3YJIBTATHI 9TUX MCCIENOBAHNIT 00JIaJai0T HEIIOCPEACTBEHHOIT
peIeBaHTHOCTHIO st puitocodoB, pabOTAOIIX B paMKax HAIIPaBJIeHs aHa-
JmTIYecKoit ¢punocodpunu 3bIKa.

MO>XHO BBIFENINUTH JBa OCHOBHBIX IIPEMMYIIECTBA JMHIBICTUUECKOTO
MOAXOMA K aHAIN3Y JAHHBIX Ipo0JeM: BO-IIEPBbIX, CEMaHTIKa (T.e. 3Haue-
HIIe) UCCIIENYETCSI B HEIIOCPECTBEHHOI CBI3M C CMHTAKCIICOM €CTECTBEHHOTO
A3BIKa; BO-BTOPBIX, MCCIIE{OBAaHIE He OTPAHNUNBAETCS MaTePUaIoM KaKoro-
TO OMHOTrO $I3bIKA, HAIIPUIMeP, aHIJIMIICKOTO. B KauecTBe mmpumepa MOXXHO
paccMoTpeTh paboTHI IMHIBICTOB O CEMAaHTIKE VI CMHTAKCIICE IMEH COOCTBEH-
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HBIX.

Bompoc o 3HaueHNU COGCTBEHHBIX IMEH BOCXOIUT K KIACCUUECKUM pa-
6oram I'. Ppere, KOTOPHIIT YKa3al Ha TO, UTO UM€EHA COGCTBEHHbIE HE MOTYT
OBITH [IPOCTO SPIBIKAMY OOBEKTOB, & IOJLKHBI YKa3bIBATH HA 00BEKTHI IIOCPeN-
CTBOM cMbICHA. B uactHOCTH, OH OTMETIII MHGPOPMATUBHOCTD IIPEIJIOKEHT
0 TOKIECTBE, TAKMUX, KaK (2).

(2)  Vrpennsas 3Besma — 310 Benepa.

C. Kpumke B pab6ore «VMeHoBaHuMe 1 Heo6xomumocTb» (Kripke 1980) BbInBU-
HYJI Te3UC O TOM, UTO MMeHa COOCTBEHHbIE OTIMYAIOTCS OT OIIpe/[eIeHHBIX
JOEeCKPUIILNI IPMHININATIBHBIM 06pasoM. OH chopMyIMpoBa s apry-
MEHTOB B II0JIb3Y TEOPUH, COIVIACHO KOTOPOIL MMeHa COOCTBEHHBIE 00/IafA0T
mpaMoil pedepeHIINeIt, T.e. YKa3bIBAIOT Ha CBOIL 0OBEKT Ge3 oIocpeOBaHII
JeCKPUIITIBHBIM COAEPIKaHIEM, I SIBISIIOTCS )KECTKVIMIL JeCUTHATOPAMIL, T.€.
yKasbIBAIOT Ha OVH I TOT >Ke 00beKT BO BCeX BO3MOXKHBIX MMpax. [laHHas
KOHLIETIIMS CTAJIKUBAETCS ¢ IIPo6IIeMoll 3HaUeHMsI IMEH B KOCBEHHBIX KOH-
texcrax. Eciiu MMeHa SIBISIOTCS TOJIBKO SPIIBIKAMIU I O0BEKTOB, TO KaKUM
00pa3oM IpeioKeH e (2) MOKeT ObITh MCTUHHBIM (IIpM YCIOBUM, UTO VIBaH
SIBJISIETCSI PALMOHAIBHBIM MHIVBIIOM)?

(3) Usan Bepur, uro Mapk TBeH — 3T0 mucaTenb, HO He Bepur, uto Camroan Kire-
MEHC — 3TO ITMCaTelb.

[IpoGema 3HaueHMs IMEH COOCTBEHHBIX I CETOHS OCTAeTCS OIHOIL U3 Hal-
Goiee 00cyKnaeMbIx pobiieM B purocoduu a3pika. Puaocodsl CBA3BIBAIOT
ee pelleHne ¢ GpyHIaMeHTAIPHBIMI BOIIPOCAaMI B 00JacTy MeTapusmku
(Bompoc o mpupoge HeOOXOAMMBIX MCTUH) U SMUCTEMOJIOTUH (BOIPOCHI O
IIPVpPOJIEe AIIPMOPHBIX U AHATUTIUECKIX BHICKA3bIBAHIIIL).

CoBpeMeHHast IMHIBUCTIKA MOKET MPeIIOKUTh PN MHTEPECHBIX JC-
CJIeJOBaHUIL II0 BOIIPOCY O TOM, HACKOJIBKO CTPYKTYpa MMEH COGCTBEHHBIX
OTJIMYAEeTCH OT CTPYKTYPHI OIIpeesIeHHBIX NeCKPUIIIUIL B Pa3IMUHbIX A3bI-
kax. Harmpumep, O. Marymancku (Matushansky 2008b) nccnenyer cunrakcmc
TaKMX KOHCTPYKLIMIL, KaK (4), B HECKOJIBKUX SI3BIKAX.

(4)  Owuu masbiBanu ero Baneir.

Omna moKasbIBaeT Ha OCHOBE HECKOJIBKIX JIMHTBUCTUYECKIX TECTOB, UTO B
TaKX KOHCTPYKIMAX coOCTBEHHBIE IMEHA BBICTYIIAIOT B KaUe€CTBE IIpEeUKa-
TOB. OIU/IH N3 €€ apTYMEHTOB OIIMPAETCA Ha JaHHBIE VI3 PyCCKOT'O A3bIKa: IMA
yHOTpe6JIiIeTC$I B TBOPUTEJIBHOM ITa€KE€, KOTOPbIM MapKMPYIOTCA IIpEANIKaA-

85



dopmanpHasg ceMaHTUKA U Guocopus

THI B APYTUX KOHCTpYKUMAX. OHa IIOKa3bIBaeT, YTO B TAKMX KOHCTPYKIIMAX
MMeHa BBICTYIIAIOT B KauecTBe IpeanKaToB-umTar. Eciau nMeHa co6cTBeH-
Hble SIBJSIIOTCS MPeNUKaTaMy B 9TUX KOHCTPYKIMAX, TO 9TO MOXET ObITh
apryMeHTOM B IIOJIb3y TEOPUH, COTJIAaCHO KOTOPOI B APYTUX KOHCTPYKIIMIX
(mampumep, B mo3unuy cyObeKTa IIpeIIosKeHsI) OHY BBICTYIIAIOT OIIpe/e-
JIEHHBIMI AEeCKPUILMAMI (T.€. IIPEACTABIAIOT CO0O0JI coueTaHme IpefnKaTa
M APTUKIIA).

Taxke B IMHIBUCTIUECKOIL JIUTEPATYPE XOPOLIIO U3BECTEH TOT (PAKT, UTO
BO MHOTUX $I3bIKaX MMeHa COOCTBEHHbIE YIIOTPEDISIOTCS C apTUKISIMIU, TaK
’Ke, KaK ¥ OIlpefieJIeHHbIe JeCKPUITLINIL.

JamHble paKThI, BO3MOKHO, TOBOPST B II0JIb3y TEOPII, COTVIACHO KOTOPOII
MM coOCcTBeHHOe «Bacsi» — 9T0 JeCKpUIILA CO 3HaUeHNeM «MHIVBUM, MIMe-
HyeMBbIit Baceii». 9ta Teopus BriepBbIe ObliIa SKCILUIUIMTHO CHOPMYIIMpPOBaHa
B pabote punocoda T. Bepmxka (Burge 1973; X0TsI caMa uaesi yIIOMUHAETCS B
pabore B. Paccena «®unoco¢us nornmueckoro arommsma» Paccei 1999).

JI71st HaIMX 1iesieit BayKHO TOJIBKO TO, UTO Jirobast ¢puimocodcekast Teopust
3HaUYeHUs MMeH COOCTBEHHBIX NOJDKHA IIPMHMMATh BO BHIMAaHIE TaKOTO
pona apryMeHThI.

pyroit KIoueBoi TEMOII B COBpEMEHHO (III0COGUI A3bIKA SBIISLETCS
npo6ieMa 3HaUEHNUS MHAEKCHBIX BRIP@KEHMIT. ITa TeMa IIpeICTaBIsIeT co6oit
APKUII IIPUMep TOTO, KaK JIMHTBUCTIUECKUIT aHAJIN3 A3BIKOB, OTIIMYHBIX OT
QHTJIMIICKOTO, MOKET ITIOTHOCTBIO M3MEHNTD PrnocodcKue IpeacTaBIeHsI
0 ceMaHTMKe TepMUHa. VIHIeKCHbIe BBIpa)KEeHI — 3TO TaKle BhIpasKeHNd,
KaK «f», «ceromHs» u T.11. Prrocodcknit nHTEpec K mpobaeMe sHaUSHIIA
9TUX BBIPAKEHNII BO MHOTOM OOBSICHSIICS TE€M, UTO OHY, KaK I10JIaraliy MHO-
rue ¢puocodsl, 06Iama0T IPIMOIL pedpepeHIIerl 11 IBISIOTCS KeCTKIMU
IeCUTHATOPaMIL.

Bompoc o cymiecTBOBaHNM TaKMX TEPMUHOB CBI3BIBAJICA C BOIIPOCOM O
Ipupoje IMPOIIO3NLNIL U PUpoe MeHTanbHoro cofep:kanud. [I. Kannan, on-
Ha U3 KJII0UEBbIX QUTYp B MCCIeOBAHUY 3HAUEHMSI MHAEKCHBIX BIPayKEHI,
BBIPA3IUI 3TO TaK:

51 Bce GoupIle MHTEpecOBaICA IIPOOIeMaMM, CBI3aHHBIMIU C
TEM, UTO 5 XOTeJI ObI Ha3BaTh CEMAHTUKOI IIPAMOIL pedepeHIINL.
VImeeTcs B BUAY TeOpUU 3HAUEHNS, COTJIACHO KOTOPBIM OIIpe[e-
JIEHHBIE eAMHIUHbIE TEPMIHBI IMEIOT IIPAMYIO pedepeHIio Ge3
orocpenoBanmst GpereBCKMMU cMbIcaaMu. Eciiu Takue TepMUHBI
CYILECTBYIOT, TO IIPOIIO3MIINH, BbIpasKaeMble COIEP/KAIMMI MX
NpeIOKeHUSIMY, BKIIOUaNy Obl MHAMBIOBL, & He «MHINBUIY-
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aJbHBIE MOHATUA (KOHLIEIITHI)» WU «CIIOCOD IIPeCTABIEHMS »,
Kak MeHs yuunn agymars (Almog, Perry & Wettstein 1989: 438).

YT06BI YBUAETH, UTO MHAEKCHbIE BHIPAKEHNS SIBJISIOTCS >KeCTKUMMU JeCUT-
HaTOpaMI, MOXXHO COIIOCTaBUTh YIIOTpeOIeHNIEe CIIOBA «sI» ¥ OIIpeeNeHHOI
IEeCKpUIIIUY «TOBOPAIINIT» B HEKOTOPOM MOJAJIbHOM KOHTeKcTe. PaccMot-
puM (5) u (6) B KOHTEKCTE, TIe OHU IIPOUBHOCITCS >KEHIIMHOI.

(5)  Ecum 651 BeIcTyman [leTs1, TO TOBOPALIMIL GBI GBI My KUMHOIL.
(6) #Ecnu 661 BoicTyman Ilets, To f 6b11a 6bI MY/KUMHOIL

[pennoxenne (5) MMeeT Takoe MPOUTEHNE, B KOTOPOM OHO SIBJISIETCS VICTUH-
HBIM, OIIpefieJIeHHAsl JeCKPUIILINS «TOBOPSIINII» MOXeT yKa3bIBaTh Ha IleTio
B TeX MUpax, I7ie oH BbIcTymaeT. OmHaKo B (6) CIIOBO «sI» He MOXeT yKa-
3piBath Ha [leTro. OHO OymeT yKaspIBATH Ha TOTO, KTO IIPOM3HOCUT JaHHOE
NpeJIoKeHNe B JAHHOM KOHTEKCTE, T.e. Ha YKeHIIUHY.

Kamnau (Almog, Perry & Wettstein 1989) mpemoKmia ceMaHTUKY I
VHIEKCHBIX BBIPKEHNI, KOTOpas o0bsCHSIeT HaHHbI (akr. KioueBbim
[TOHATIEM B €0 TeOpUU OBLIO MOHATHE KoHmekcma. KoHTeKeT — curyanus, B
KOTOPOIL OCYILIECTBIISIETCS BBICKa3bIBaHME. DTy CUTYAL[I0 MOKHO OIMCATh,
yKas3aB, KTO SIBJISTIOTCSI aBTOPOM BBICKa3bIBAHNS, B KAKOE BpeMsI 11 B KAKOM
BO3MOKHOM MIpe OHO coBepiraercs. KOHTeKCT paccMaTpmBaics Kak OgUH
13 IapaMeTpOB, OTHOCUTEIHHO KOTOPOTO OLIEHMBAETCS MHTEPIPETUPYIOLIAT
dyHKIS.

[TapaMeTp KOHTEKCTA IPUMEHAETCS B CEMAaHTUKE HIEKCHBIX BHIPAKEH I
CIIeAyIoLMM 00pa3oMm:

(7) [ #]]%®"*" = roBopsmuit B KOHTEKCTE ¢

Kanan mosaras, 4To HM OQHO BBIp@)KEHME B HI B OHOM 13 €CTECTBEHHBIX
S3BIKOB HE MOXKET M3MEHATh mapaMerp KoHTekcra. Omeparopsl, KOTOpbIe
MOrJIM OBI 3TO JeNIaTh, OH HAa3bIBAJ « MOHCTpPaMuU». Takme omepaTopsl, Kak
«HEOOXOAMMO», «IyMalo, UT0» MOTYT M3MEHITH TOJIBKO ITapaMeTp BO3MOXK-
HOTO MUpa.

OTOT TE3MUC, & 3HAUNUT ¥ TE3UC O TOM, YTO MHEKCHbIE BBIpKEHNS 00JIaa-
0T NIpsIMOIt pedpepeHIuelt, ObLT MOABEPTHYT KpuTtnKe B paborax ®. [llnenkepa
(Schlenker 2003). Illnenkep yka3sIBaeT, UTO CYIECTBYIOT SI3bIKM, B KOTOPBIX
TaKIe BBIPAKEHUS, KaK «sI», MOT'YT U3MEHITh CBOE 3HAUEHME B KOCBEHHBIX
KOHTEKCTaX (OH IMIPUBOAUT IIPUMEPHI U3 aMXapCKOro sI3bIKa). Eciau qocmoBHO
repesecty (8) Ha TaKMe SI3BIKY, TO 9TO IPEIIIOKEHIE MOXKET 3HAUNUTD, JIN-
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60 TO, UTO FOBOPSILNIL CKa3as Ipo cebs, uTo OH ounbaercs, 1ubo TO, UTO
TOBOPSILIIIT CKA3aJl IIPO MEHS, UTO S OIIMOAOCH.

(8)  Tomopsuuit ckasa, uTo s OIINOAIOCE.

Pa6ora Illnenkepa Iopoayia MHOXXeCTBO AMCKYCCUIT U MICCIIe{OBAHMIL B CO-
BpEeMEHHOII JIMHIBUCTIKE, B HACTOSIIlee BpeMs OIICAHO MHOKECTBO SI3BIKOB,
B KOTOPBIX CYILECTBYIOT « MOHCTDPBI».

BOSMO}KHO, 4To pYCCKI/Iﬁ A3BIK ABJIAETCA OOHUM I3 TaKUX A3BIKOB. Hpen—
JIOKEHIE (9) MOKET O3HavaThb, UTO Bacsa cxaszan IIpo ce6;1, UTO OH yCTaJl.

(9)  Bacs, ckasaim, 51,, MOJ, ycTall.

OpnHaKo, poJib «MOJI» B PyCCKOM SI3bIKe TpeOyeT [aJbHEeNIIIero aHaIn3a, B
YaCTHOCTH, He BIIOJIHE SICHO, He BJIIeTCS JIM «MOJI» OIIepaTOpOM LIUTHUPOBa-
HYS (BO3MOXKHO, YACTMYHOIO LUTHpoBaHust). Hanpumep, B mpeniioskeHuu
C «MOJI» JOIlyCKaeTcs: obpalljeHne, HEBO3MO)KHOE B OOBITHOM KOCBEHHOM
KOHTEKCTE.

(10) Carura roBopmi MHe, MoJ1, MapdanbKa, He CTOUT XOAUTD TyHa.

(11) *Camra ropopmi mMue, uto, MapdaHbKa, He CTOUT XORUTH TY/A.

Takum 06pa3oM, UTOGBI YIOCTOBEPUTHCS, UTO OIIEPATOPHI-MOHCTPBI B Aeii-
CTBUTEIBHOCTH CYIECTBYIOT B €CTeCTBEHHBIX I3BIKaX, HAM HY>KHO yOeIUThCH,
YTO TaKMe IPUMepBHI, Kak (9) He ABJIAIOTCA IPUMePaMI, Ie «I» IPOCTO LM-
tupyerca. CyIIecTByeT eJIblil PAJ TeCTOB, KOTOPhIE IT03BOJISAIOT YCTAHOBNTE,
NPUCYTCTBYET JIX OIIepaTOP-MOHCTP B IIPEJIOKEHNI.

Har[pI/IMep, B HEKOTOPBIX A3bIKAX, €CIV CMEIIAETCI 3HAUE€HIIE OTHOTO
JMTHOEKCHOTO BBIPpAKEHNA, CMEIIAETCA VI 3HAUCHIE BCEX NPYTUX MHACKCHBIX
Bpra)KeHI/If/l B IIPpEJIOKEHIIL. Hp]/[ 9TOM CMHTAKCUYECKME TECTDI IIOKA3bIBAIOT,
UTO BCA BJIOKEHHAA Kilay3a He ABJISIETCS LIUTATOM.

JlaHHBIT IpUMep JEMOHCTPUPYET, UTO TOJIBKO NAJIBHEIINI MEXXBI3BI-
KOBOIJI aHaJIM3 CIIOCOOEH IIPOJIMTH CBET Ha pellleHie MpobIeMbl 3HAUEHIS
MHIEKCHBIX BBIPA)KEHUII B €CTECTBEHHOM $SI3bIKe. ITU U APYyTUe IIPUMepPbI
IIOKa3bIBAIOT, UTO BPS JIM BO3SMOXKHO YCIIEIIIHOe PasBUTIE COBPEeMeHHOII
dwrocoduu s13p1Ka Ge3 3HAKOMCTBA ¢ paboTaMy JIVIHTBIICTOB 11 OCBOEHNS (u-
socodamn annapara GopManbHOIO CMHTAKCHUCA ¥ GOPMAIBHOI CeMaHTUKIL.
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6.2. d)opmaanaﬂ CEMAHTUKaA N oTeueCTBEHHas

¢punocodpus

B Poccun mcciegoBanus B o6aactyt GopMaJIbHOI CEMaHTUKI BEJIVCh, KaK
MMHMMYM, C KOHI[a 1970-X TOXOB M TaK)Xe IIPeICTaBIISIN COO0IT MEKIVICLIN-
ITMHAPHBII IIPOEKT C y4acTeM JIMHIBUCTOB, GprtocodoB 1 torukoB. OxHaKo,
HeCMOTpS Ha LIeJIBII P IOTyUYMBIINX M3BECTHOCTh COOPHMKOB CTaTell, BO3-
HUKIINX B IIPOLIECCE ITOTO B3aMOMAEIICTBMA B 1980-€ U 1990-€ oAb, JaHHOe
COTPYIOHMYECTBO BpAM JIM MOXHO CUNTATh OKa3aBILMM CTOJIb XK€ CIJIBHOE
BustHye Ha ¢puocoduio B Poccyn, kakuM 0HO ObLIO B APYTUX CTpaHax. 31ech
MBI PacCMOTPUM HEKOTOpbIe CIelyduuecKye acleKThl OCHOBHBIX HallpaBile-
HUI pocCUiicKoit ¢prirocodun, KOTopble TaK MU MHAaUEe B3aXMOIEICTBOBAIIN
¢ hopManbHO-CEMaHTIYECKOI ITPOBIeMAaTIKOL, U MOIPoOyeM 0603HAUNTD
Te X aCIEeKTHI, B KOTOPBIX BIMsAHNME (POPMATHHON CEMaHTUKM MOTIJIO ObI
0Ka3aTbCsl KOHCTPYKTMBHBIM.

6.2.1. Inucremonorus u punocopus Hayku

dunocodcko-HayyHOE HAIIpaBIEeHNE B OT€UeCTBEHHOM (puutocodmu u cBs-
3aHHBIE C HUM JCCIIeOBAHMS B 00JIACTY TEOPUIL TO3HAHNS, B TOI VIV MHOI
Mepe UMeIoIIe 00IIye OTIIPABHbIE TOUKM C COBPEMEHHOIT (POPMAIBHOI ce-
MaHTHKOI1, ObLIN IIPeCTABIEeHbI pa3paboTKaMy B 00JIACTY TEOPUY HAYUHBIX
IMapagurM, CBI3¥ MeXKAy HayuHOI TeopMell ¢ TaK HasbIBaeMOl KapTIHOII
Mupa 1 o0LIell IparMaTiyecKo-pesITUBICTKON MHTepIpeTalyeil HayYHOro
suanus (Kacasun, Hukugopos, Mukemmna, Mapkosa u fp.). 9T uccieqoBa-
TeJIbCKIE HAIlpaBJIeHNs, Pa3BUBABILIECS 101 HEITOCPEACTBEHHBIM BIIVSTHII-
em uneit T. Kyna (Kyu 1977) u I1. ®ertepabenna (Peitepabeny 1986), B CBOUX
¢$yHIaMeHTaNbHBIX IOCHUIKAX ONMPAIINCH Ha P PII0cO(CKO-I3bIKOBBIX
KOHLIEIII[V1, CYUTABIINXCS LIEHTPATbHbIMM B XX Beke ¥ IpeCTaBIeHHbIX
B pabotax JI. Butrenmreitaa, P. Kapuamna, V. Kyaiina, [. [IaBuncoHa u ap.
3mecs MbI 0003HAUNMM PSIi OCHOBHBIX KOHI[EIITYATIbHbBIX aCIIEKTOB 3TUX Ha-
IIpaBJIEHNII, pACCMOTPYIM MX BJIVSHIIE Ha OTEUECTBEHHYIO (UI0CcO(pUIO I3bIKa
7 COIIOCTAaBMM X C TeMU 0a30BBIMI MAESIMIL, KOTOPbIE aCCOLMUPYIOTCI C
1poekToM (HOpMaNIbHOI CEMaHTUKIL.

OpnuH 13 HauaJIbHBIX 9TAIIOB PA3BUTUS AaHATIMTUYECKOI (puimocodun s3b1-
Ka B XX Beke ObLT CBSI3aH C IPOEKTOM peabuInTaluy 3MIupn3ma, t.e. Guio-
codCKOiT KOHIEIIMM, BOCXoAsel K padoram [x. JIokka, COrsIacHO KOTOPOIL
YyeJIoBeYeCKoe 3HaHIEe IIPOVMCXOAUT M3 OIBITA M JOJKHO Ha HEM OCHOBBI-
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Barbcs. [Tomo6HBIe ITPOEKTHI yKe co BpeMeH Kputuku Jlokka JlertbHumem
VCIIBITBIBAJIM CHCTEMATIYECKIIE CTIOXKHOCTH C 00'BsICHEHIEM IIPOMCXOKACHIS
Tak HasbIBaeMbIX MCTUH pasyMa (B OTJIMUNe OT MCTUHBI (pakTa), KOMMU ObLIN
VICTVHBI JIOTUKY M MaTeMaTHKIH. VIx 6BIII0 BecbMa 3aTPYIHUTEIBHO CUNTATh
OIIBITHBIM 3HaHMeM. B paborax P. Kapnamna, A. Aitepa 1 Apyrux mpeacTaBuTe-
n1et BeHCKOro Kpy»KKa IpeiIarajoch MHTEPIIPETHPOBATh NCTMHBI pasyMa Kak
OTHOCAIIMECT K TaK Ha3bIBa€MbIM aHATUTUUECKMM MCTUHAM, SBJISIOIIMMIUAC
TAKOBBIMU MCKJIIOUMTEIBHO B CYUIY CMBICJIA T€X TEPMUHOB, B KOTOPBIX OHI
copmyupoBaHsl (CM. 006 3TOM Ayer 1952).

IIporpaMma JIOTMYeCKOr0 SMIIMpPKU3Ma IT0Bepranach CUIbHeIlIIell BHYT-
penneit kxputuke (Heitpar, Kapraam), onHako Ham6ollee M3BeCTHBIM ee pa3o0-
naunreieM ctan Y. KyaiiH, IpeIoKMBLINIT PAL apTyMeHTOB IIPOTHUB CYIIe-
CTBOBAHIISI CMBICJIOB, 00y CJIOBIMBABIINX aHATUTUYIHOCTD I, COOTBETCTBEHHO,
IIPOTHUB BCeJl MPOrpaMMbI JOTMUECKOTO SMIINPU3Ma, KOTOPHIII BHOBb OKa3bl-
BAJICS HECIIOCOOHBIM OOBSICHUTD IPUPOAY UCTUH pasyMma. [IpoBosrialeHHas
KyaitHoM HaTypaamsoBaHHasA SMMUCTEMOJIOTMS pacCMaTpUBaja B KauecTBe
TPUBMATBHBIX WV aHATUTIYECKUX MCTIH JIIIb JIOTMYEeCKIE TABTOJIOT L,
SIBJISIOLIIIECS MICTVHHBIMI MICKITIOUNTEIIBHO B CIILy CBOeit popMbl. Bee ocTans-
HBIe MICTVHBI PACCMATPMBAIICE KaK CHHTETHUECKIIE, a HayUHOe 3HaHIe — KaK
HeKMI KOHILIEIITYaJIbHBI KapKac, COCTOSIINI M3 B3aMIMOCBI3aHHBIX ITOH-
TUI ¥ COOTHOCSINUIICA C ONBITOM JMIIb Iepudepuiito. OMBIT IpyU 3TOM
moHuMacs KyaifHoM Tak ke, Kak U JIOTMYECKUMY SMIIMPICTAMI, & MIMEHHO
KakK 6ecCBSI3HBII [TOTOK BIIEUATIICHNIT, BOCIIPUHIIMAEMBIX UeJIOBEKOM, VI
KaK-TO MHaue QUKCUPYyeMbIX AaHHBIX. [[JI1 TO MIM MHO HAyUYHON Teo-
PHU CUMTATOCH, YTO €€ OTIIPABHBIE MTOHATHS CBA3aHbI MKy COOOIT I, eCIII
MPUHIMAOTCS WIN 0TOpackIBaloTCs, TO Bce BMecTe (Tesuc [rorema-Kyaiiua).
Hayxka, TakumM 06pa3oM, IOHMMAaJIACh KaK TO, UTO II03BOJIAET YIIOPIXOUNTD
GecCBSI3HBII IIOTOK OIBITHBIX AaHHBIX. MeTadopa HayKM Kak KOHLIEIITYaIb-
HOTO KapKaca IIpefIIoarasia, 4To GyHKIuy OObICHEHNS I [IpeICKasaHMs
OIIBITA OCYILECTBIIAINCH Yepes 3aaHIe €10 OIpe/e]IeHHO «KapTUHBI MUpa»,
KOTOpast T160 IOATBEPKIAETCS OIBITOM, JINOO0 HeT.

Kpnruka KyaitHom dunocodunu Berckoro kpy»ka crana 3TamHoi s
pasBuTu anucTemonornu B XX B. Bojee Toro, BrionHe BO3MOKeH apIyMeHT O
TOM, UTO BeCh KOPITyC Mfeit, chopMyIMpOBaHHBIX B paMKax OIMCAHHOI KpI-
TUKM, OBUI BIIOCJICACTBMY TaK VJIM MHAUe HKOPIIOPMPOBaH B ¢puiocodcko-
Hay4Hble KOHLIEIIIIM, OKa3aBIllie 3HAUNTeIbHOE BINIHNE Ha OTeYeCTBeH-
HyI0 puocoduio Hayku. [lpuMennTe bHO K Hrrocoduu s3bIka TaHHbIE HACH
CBOAMJINCE K CJIETYIOIINM OCHOBHBIM IllecTu. IlepBas — HEIIOCTMKMMOCTD

90



E. Bocrpuxosa & II. Kycimit

pedepeHLInN, T.€. UES O TOM, UTO ITOCKOJIBKY OIBIT peIpe3eHTIPOBAH II0-
TOKOM OLI[YLI{€HWII, TO TOBOPUTH O pedepeHInn K KaKuM-Inb0 KOHKpeT-
HBIM 00bEKTaM He MPUXOIUTCS. BTopas — OHTOIOrMuecKast OTHOCUTENBHOCTb,
T.e. Mes], COIJIACHO KOTOPOIL, IOTOGHO TOMY KaK B KaXAOM (opMannso-
BAaHHOM $I3BIKE €CTh CBOII JOMeH pedepeHLNN, KaKAas HaydHas Teopus
o6namaer CoGCTBEHHON OHTOJIOTHEN, KOTOpasl 3aIAeTCs €10 Uepes Te Iepe-
MeHHble (MHIVBUAHBIE VUIM IIPENVIKATHBIE), KOTOPBIE MOTYT CBSI3bIBATHCS
KBaHTOPOM CYIIIECTBOBAHMUSA B 3TON Teopun). TpeThs — B KPUTUKA TEOPUN
CMBICJIA KaK Pa3BUTHE HAuaToOl KyallHOM KPUTMKY NOHATHS CUHOHUMMUM,
CBA3BIBAEMOE C OTPULAHUEM CYILIeCTBOBAHIE MHTEHCUOHAIBHBIX CYLLIHO-
cTeli, 06eCIeunBaIIUX OJHO3HAUHOCTD [IePEeBOA ONHMUX BHICKA3bIBAHMIT
B npyrue. YerBepras — HEONPELEJIEHHOCTh IIepeBOA WIIM TE3NUC, II0 KOTO-
POMY OTCYTCTBME CMBICIOB JeJlaeT IIEpEBOA M3 ONHOIO s3bIKAa B APYIOIL
Hen30eKHO TUIIOTETUYECKUM U JOIMYCKAKIINM abTepHATUBHBIE IIEPEBO-
noL. [InTas — HeCOM3MePUMOCTh KApTUH MIpa (HEBO3MOKHOCTh COOTHECEHSL
OHTOJIOTHI, IIOCTYIMPYEMBIX B [BYX PasJIMUHBIX TEOPUAX Ge3 UCIIOIB30-
BaHUS TPEThEN MeTaTeOpUL; HEBO3MOKHOCTh TOBOPUTH O CYILIeCTBOBAHUI
TeX VI UHBIX 00BEKTOB BOOOIIE, G€30THOCUTEIBHO BCETO TOIO KOHIIENTY-
AJIBHOTO KapKaca TEOPUH, B KOTOPOIL 3TI 00BEKTHI mocTyaupyroTces). [le-
cras — IIparMaTuyuecKue KpUTepUy BbIOOpa MEKAY ABYMs VIV HECKOJIBKUMU
KOHKYPUPYI LMY TeOPUAMU (160 B OTCYTCTBIE TAKUX OOBEKTUBHBIX KPIUTE-
PMEB KaK COOTHECEHHOCTh C HEKOell BHELIHEN PeabHOCTHIO (B CIITY HEIIOCTH-
KUMOCTU pedepeHInn) U OOIIHOCT CMBICTA (B CUIIY OTCYTCTBUS CMBICIIOB)
€IMHCTBEHHBIM OCHOBAHIMEM IS BBIGOpA MEKIY OBYMS TEOPUAMU Wn Gop-
MaJIM30BAHHBIMU SI3BIKAMI CTAHOBUTCS IIPArMaTuecKas OMpaBIaHHOCTD (B
YACTHOCTH IPOCTOTA U KOHCEPBATUBHOCTD)).

[Tepeunciennble ugen 06y CIOBUIIN TOPKECTBO MaKcuMbl JL.Burrenurreit-
Ha «TPAHUIbI MOETO SI3bIKA 03HAYAIOT IPAHULIBI MOero Mupa» (cM. Burren-
IITENH 1994a: II. 5.6) B OTEUeCTBEHHOI (Prtocodpuu HAYKM U SIIMCTEMOIOT L.
B03MOXHOCTD CYII[eCTBOBAHNS Pa3INUHBIX (OPMaIN30BAHHbIX SI3BIKOB I
TEOpUIi, ONVCHIBAIOIIVIX OJHI U T€ K€ MaHHBIE OIBITa, a BMECTE C 9TUM U
BO3MOKHOCTb COCYILIECTBOBAHMS PAsIMUHBIX KAPTUH MUPA U, KaK CIENCTBIE,
CII0COGOB MBILUTIEHST O0YCIIOBIIIN TOPKECTBO HOHATHS OTHOCUTENIBHOCTI
OHTOJIOTMH U CITIOCOGOB MBIIUIEHNSI B COBpeMeHHOI anucTeMosioruu. CoBpe-
MEHHBIII PENITUBUCTCKILI TPEH B OTEUECTBEHHOM PIIocopuu, CoueTasch,
moMuMo puaocopCKMX KOHIEIINI CTOIb BIMATEIbHbBIX (riocodoB, Kak
Kyaita u [[aBujcoH, ¢ runoresoit Cennpa-Yopda (Yopd 1960a,b) u reopueit
HayuHbIX pesosrouit T. KyHa, cran npakruueckn moBceMecTHbIM. M3Bect-
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HBIIT oTeuecTBeHHBI prtocod Hayku U.T. KacaBuH B 3TO0II CBSI3U OTMeUaeT,
4TO CeromHs pmiocodCcKo-I3BIKOBOE BIMSHIE Ha SIIMCTEMOJIOTHIO (B €ro
TEPMUHOJIOTUN — «TeMa ,I[03HAHME U A3BIK ») «TPO3UT JaKe IIOTJIOTUTD BCIO
3IICTEeMOJIOTMUeCKyo mpobiaeMatuky» (KacaBuu 2011), a B.A. Jlekropckuit
pe3oMupyert: «PensaTuBU3M He TOIBKO B COBpeMeHHOII ¢rutocoduu, HO U B
KyJBType B I[eJIOM KaKeTCs OfepsKaBIIuM mobeny... Cerogus MHorue ¢puio-
codbl — KakK B MUpe, TaK U B Halllell CTpaHe — CUMTAIOT, UTO CETOIHS Helb3s
He OBITh PEJITUBUCTOM» (JIEKTOPCKUIT 2012).

Ceronsst B 0TeUeCTBEHHOI PUIIOCOpII HAyKV CUNTAETCST OObIAEHHBIM He
paccMaTpuBaTh MCTUHY KaK HEOOXOMMMOe CIIeACTBIIE 3HAHMS: CUNTAETCS, UTO
3HaHMe MOKeT OBITh JIOXKHBIM B CIUJIY, HAIIpMMep, TOTO, YTO JpeBHIE, CUMTAB-
e, yTo CoJHIIe BpalliaeTcs BOKpYT 3eMJIy, 06J1afaii COOTBETCTBYIOILIIM
3HAHMEM, KOTOPOE IIOTOM GBhLIO IIPU3HAHO JIOKHBIM. lHaue, Kak 00bICHS-
0T CTOPOHHMKM ITOXOOHOIO B3IVISIAa HA 3HAHMeS, CIeoBajIo ObI CKa3aTh,
UTO ApeBHNE He 00Jafanyl HUKaKMMM 3HAHUSIMM BOOOIIle, HO IIOCKOJIBKY
MBI IIpU3HAEM, UTO Y HUX OBLIM 3HAHNI, TO PACXOXKAEHMEe UX 3HAHUS C TEM,
YTO CUMTAETCS 3HAHMEM CETONHS, 0OBICHIEM JIOKHOCTBIO TOro 3HaHms. Cpe-
IV BeAYILMX OTEUeCTBEHHBIX (MI0COPOB HAYKM, MEHee IIOTPYKEeHHBIX B
3MMCTEMOJIOIMUECKYI0 IIPOoOJIeMAaTUKY, HEpeqKO BCTPEYAIOTCS M IIOIIBITKI
oIlpeJeeHUs UCTUHBI B TepMuHax 3HaHuA. Hanpumep, E.M. Mamuyp, I'. 1.
JlesuH 1 M.A. Po30B cxomaTca BO MHEHIN, YTO VICTMHA MO>KET OIpeAeIAThCS
KaK, HaIlpJ/IMep, COOTBETCTBYIE TEOPETMUECKOTO 3HAHMA «BEILM CaMOII 110
cebe» (Mamuyp 2008).

PensatuBusm okasan BIMsSHNE I HA OTEUECTBEHHYIO GIUIOCODUIO SI3BIKA.
YromsiHyThIe BBILIE HEIIOCTIDKIMOCTE pedepeHIu ¥ OHTOJIOTMYeCKas OTHO-
CUTEJIEHOCTB IOJIYUIIIN, K IIPUMEPY, CBOe BOILIOIIECHME B KOHIEIII[UI IMEHO-
Bauus A.JI. Hukudoposa, coriacHo KOTOpOit TOBOPUTH O HEKMX 0O BEKTMBHBIX
pedepeHTaX UCIOIB3yeMBbIX B peul MMEeH COOCTBEHHBIX He IIPUXOJUTCS He
TOJIBKO IIOTOMY, UTO KOHIIENITyaJIM3alMs peaJbHOCTI Y KaKIOT0 MHAMBUIA
CBOSI 11 OH II0-CBOEMY BOCIPMHIMAET, Ka3aJI0Ch GBI, OMHU U T€ jKe 00'bEKTBHI,
HO ellle U IIOTOMY, YTO CaM¥ OOBEKThI IIPeCTABISIOTCSI Pa3HBIM MHAWBIUAAM
B Pa3HBIX KOHTEKCTaX I10-pasHOMY. VI3 IOOGHBIX pacCyKOeHMII qeIaeTcst
BBIBOJI O TOM, UTO FOBOPUTH 00 00bEKTaX, 0ObEKTUBHO CYLIECTBYIOLIUX B
He3aBMCUMOIL OT BOCIIPMHIMAIOIIETO I OLIEHNMBAIOIIIET0 CO3HAHNS peaTbHo-
CTU, He IPUXORUTCS, U, €CJIVT OHY BOOOIIIe CYIIeCTBYIOT, TO SIBISIOTCS KpaliHe
«TOLVMMI» CYITHOCTSIMU, JIMIIEHHBIMI IIPAKTIUECKN KaKIX-JI1100 CBOJICTB,
00BIYHO MCIIOIB3yEeMBIMI JIOABMY M1 MX orto3Hanus (Hukudopos 2012a).

3 W.T. KacaBuH (OITBIT TMYHOTO OOLIEHMS C OOOMMI aBTOPAMI).
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CxomHbIM 06pa30M pacCy KAaeT U BIUATENbHbI aMepUKaHCKIIT (IIIo-
cod C. HIuddep, aBTop KOHLENMIUN «CABUTA IIOIYTOHOB» (penumbral shift),
MPU3BAHHYIO MIOKA3aTh M3HAUAIBHYIO HEMTOCTIDKUMOCTD pedepeHumn (CM.
Schiffer 2013). 3nech umes saxmUaeTCs B TOM, UTO HEUETKIIE TEPMUHEI (Vague
terms) TaKue KaK « MOJIOOI», «JIBICBLIT», «AEBYLIKA», «MOJIOLOI UeJIOBEK» 1
T.IL. UMEIOT 00'beM (IeHOTAT) ¢ M3HAYAIBHO PasMbITBIMI TPAHULAMI, 3a/aBa-
€MBIMI UCKITIOUNTENBHO CYOBEKTUBHO YL AUCKYPCUBHO. [laHHAS YCTaHOBKA
MEPEHOCUTCA U Ha aHAIU3 APYTUX TEPMUHOB A3bIKa. OGILUIT BHIBOJ TAKOI
Ke, Kak 1 'y Hukudoposa — 06 0ZHO3HAUHO 3aJaHHOM JOMeHe pedepeHInn
FOBOPUTD HE TIPUXOANUTCA.

Kaknm o6pasom popmanbHas ceMaHTUKA OTBEYAET Ha TIOJOOHBIE BOIIPO-
co1? OTBeTOM sBJISIETCS YKa3aHMe Ha TO, UTO MeTapusuKa eCTeCTBEHHOTO
A3bIKA, T.e. 00BEKTHI, KOTOPbIE JOIIYCKAeT B KAUeCTBe OOBEKTUBHO CYLLECTBY-
FOLLX OO'BEKTOB ECTECTBEHHBII A3BIK, TAKOBA, KAKOBA OHA €CTh: 9TO HE BOIIPOC
BBIOOPA, & BOIIPOC IMIMPUUECKOTO (pakTa. Eciu B ecTecTBEHHOM SI3BIKE HOMY-
cTUMa KBaHTU(UKALMSA HAJl BTOPOIIOPSAKOBBIMU CYIIIHOCTSAMM, MOMEHTAMIL
BpeMeHMU, COOBITUAMI ¥ BO3SMOYKHBIMI MUPAMU, TO, 3HAUUT, OHY KaK CyIll-
HOCTM JOIYCKAIOTCA B OHTOJIOTMM €CTECTBEHHOTO sA3bIKa. U dpopmanbHas
CeMaHTMKA 3/eCh JIMILb CIeAyeT 32 00bEKTOM CBOET0 MCCIIeqoBaHsL, Gepst Ha
ce0st JIUIIIb T€ «OHTOJIOTUUECKIE OBSI3aTENBCTBAY, KOTOPBIE YK€ IIPUCYTCTBY-
0T B ecTecTBeHHOM s3bIKe (cM. E. Bach 1986) u onuceiBas ero Takmum, Kakoi
OH €CTb, a He TAaK/M, KOTOPBIM OH, [10 MHEHUIO TeX WIN UHBIX $punocodos,
moiKeH ObITh (cM. Gamut 1991: 47,64).

CxasaHHOe, KaK KaKeTCsl, PACIIPOCTPAHSETCS 1 Ha UIeU HECOU3MEPUMO-
CTU KapTVUH MUpA, HEONIPENETeHHOCTY IIepeBOJa U CKEIICIICA OTHOCUTEIBHO
MHTEHCUOHANBHBIX CyLIHOCTel. Bocxomsaime k KyaitHy u paccMoTpeHHbBIE
BBILLIE pEJIEBAHTHBIE ApPTyMEHTBI CKOPEE CBSI3AHBI C JIEKCUUECKOI HeoIpeie-
JIEHHOCTBIO BBIPA’KEHUIT PA3HBIX A3BIKOB, UTO B MAJION CTEIIEHU 3aTPAruBa-
€T IIPOEeKT (pOpMabHOI CeMAHTHUKY, OPMEHTUPOBAHHON Ha UCCIIeLOBAHLE
CTPYKTYPHBIX aCIIEKTOB 3HAUEHUs SI3bIKOBBIX BhIpakeHuit. Hanpumep, Ta-
KO€e coueTaHue MIPUBEIEHHBIX BBIIIE «Pa3MbIThIX» TEPMUHOB KaK «JIbIChIE
MOJIObIE JIFOOU Y JEBYLLKU» TIPY JIFO60I Pa3MBbITOCTI SHAUEHUS KAKIOTO
73 BXOMAILUMX B HETO TEPMUHOB OyAyT BIOJHE OTHO3HAYHO MMETH JIUIIIb
IBE CUHTAKCUUECKUE CTPYKTYPHI ([Ba IPOUTEHN), OTIMYUAOLIIECS OPYT OT
Opyra CyLIecTBeHHBIM 00pa3oM — TaK, UTO 13 9TOTO BBHITEKAIOT pasHble YCIIO-
BUISL ICTUHHOCTY TOTO IIPENJIOKEHNSI, YaCThI0 KOTOPOTO JAHHOE BBIPaXKEHIIe
MOJKET SIBJIITHCH.

Taxkoro xe poaa OTBET MOKET OBITH IIPEMIIOKEH JId OT€UECTBEHHBIX
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¢mrocodoB, KOTOPHIE [1OJIATAIOT, YTO 3HAHIE MOXKeT ObITh JIOXKHBIM. Vccie-
IyeMbIil popMaJIBHBIMI CEMaHTIICTAMI IIPECYIIIO3UIIOHAIBHEBIN XapaKTep
TEPMUHA «3HAHNE», — IMIUPUUECKN PUKCUPYEMBINT (AaKT eCTECTBEHHOIO
s3bIKa: BHICKa3bIBAaHIE a 3HAEM, YUMo p MIMeeT UCTUHHOCTHOE 3HaUeHNE, TOJIhb-
Ko eciy p ucTuHHO. PopMasbHas CEeMaHTMKa M3yUaeT TO IOHUMAaHNe 3HAHN,
KOTOpO€ 3aJI0KEHO B €CTECTBEHHOM SA3BIKE I KOTOPOe IIpe/IIoaraeTcs Ha-
IIVIM TI0BCETHEBHBIM YIIOTpeOIeHMEM CI0Ba «3HATh». MOXXHO yTBEPKAATS,
YTO 3HAUEHNE CJIOBA «3HATb» HE COIJIACYETCS C TeOpUell, COIIacHO KOTOPOil
3HaAHIE MOXXET OBIT JIOKHBIM.

6.2.2. PopmanbHasn 1oruka

HccnenoBanus B o61acTi pOpMaIbHOM JOTUKM B Poccuy MOXXHO yCIIOBHO
pasmeNnTh Ha ABE IPYIIIIBL: MCCIEXOBAHNS B OOIACTI CUMBOINYECKOI JIOTUKY
L VICCIIeTOBAaHMS B OGJIACTY TEOPUM apryMeHTanuy. 9T0 OTPaKeHO I B pSfie
nosiBuBILIMXCA yuebHuKkoB (Bouapos & Mapkus 1994, Bprommakus 1996 u
1p.). OgHako nofaBisoIee GOJIBIIMHCTBO PA0OT STUX ABYX HaIIpaBIIEHIIIT
OBLIN IPAKTUUECKN He CBI3aHbI HEIIOCPEACTBEHHO ¢ JIMHIBUCTUUECKOI MIIN
¢unocodcko-13p1K0BOIL ITpobreMmaTukoir. Jaxe pumocodcekast i rormueckas
CeMaHTHKa OJIrOe BpeMsl He IoIafana B chepy MarucTpalbHbIX MHTEPECOB
OTeYeCTBEHHBIX JIOTMKOB. TOJIBKO B ITOCIELHIE TOABI OTHeIbHbIE MICCIEL0Ba-
HMS 9TOI IIPoGIIeMaTHK GBIV JOIIOIHEHBI IIOIBITKAMY BCTPOUTH allapar
JIOTMKY B MEXAUCUUILINHAPHOE IIPOCTPAHCTBO, B KOTOPOM IIPUCYTCTBOBAA
651 pumocodus 1 IMHIBUCTUKA.

STU 1epBble MOIBITKY BBIPA3VIINCEH B IIOSBIECHNN JBYX YUEOHMKOB II0
soruke (Bouapos & Mapkns 2011, Tomosa & Ilanak 2014), B KOTOPBIX aBTO-
PBI SKCIUIMIUTHO IIPUBIIEKAIOT MEXIUCUUIUIMHAPHYIO (T.€. Gpmiaocodckyo u
JIMHTBUCTUYECKYIO) IPOOIeMaTUKY IIPY 06CYKIEHIM JIOTUECKOTO alapaTa
Y WUTIOCTPALMM BO3MOXKHOCTEN €ro IIpMMeHeHust. TeM He MeHee, MOXKHO
yKasaTb Ha TO, YTO M B JBYX YKa3aHHBIX paboTax pe3ysbTaThl JIMHIBUCTUKA
3a/1e/ICTBOBaHbI He B JOCTATOYHOI Mepe, a MCII0Ib3yeMbIl B Hell popMaib-
HBII allllapaT MpaKTUUYeCcK) He 3afieiicTBOBaH. Tak, HapumMep, 1eHOTATOM
olpefeJeHHBIX AecKpununit BouapoB & MapkuH (2011) CUMTAIOT He eu-
HIYHBI 00BEKT, 4 eQUHIUHOE MHOKECTBO. BhIpaxkeHMs Tnma «KeHat(x, y)»
apistforess B TomoBa & Ilanax (2014) NpegMKaTHBIMY KOHCTAHTaMU, a He
[IPeJIOKEHSIMI. BEISBIBAIOT KPUTHKY LIENbI P MICIIONIb3YeMbIX aBTOPAMI
TaKMX I[eHTPAIbHBIX [JIS JMHIBOGIIOCO(PCKOI MPOOIeMaTIKA KaK S3BIK,
JIOTUKa, 3HaHUe, I03HaHIe, TeOpUd, CyXK/AeHIe, BbICKasbIBaHMe (IIogpobHee
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cM. kputuueckue 0630psl B Hukudopos 2012b, Kycnnit 2014).

6.2.3. Uctopuko-¢nnococpckne nccnegopauns

OThenpHBI KaHAJ, II0 KOTOPOMY IpoOieMaTuka GOpMabHON CeMaHTH-
KM IIOCTyIIala M IO CUX IIOp IIOCTyIIaeT B OTe€YeCTBEHHOEe (miiocodckoe
IIPOCTPAHCTBO, — TPY/bI UCTOPUKOB ¢puocoduu (v paGoThl B MCTOPUKO-
¢unocodckom xaHpe, HAIVICAHHBIE IIPECTABUTEIIMI APYTUX PIIIOCOPCKIX
CIIELMATIBHOCTENN), TIOCBSIILIEHHBIE U3JI0KEHII0 KOHLIEMINIT «3alaHbIX» aHa-
auTnYecKnx Gprrocodos, cpear KOTOPHIX ObLIN CTOJIb 3HAUUTEIbHBIE IS
¢$opManbHO-ceMaHTIUECKO Tpaguuumy JMIHoCTH Kak I'. ®@pere (Bupokos
2000), JI. Burrenurreiia (Kosnosa 1986, I'psasuos 1985), X. [Tatuem (Makeesa
1996), [1. JIptonc (BepereHHUKOB 2008).

ITOT KaHAJ UTPA U MPOJOJDKAET UTPATh BAXKHYIO POJIb B 00pa30BaHUMI
CTY[I€HTOB, MHTEPECYIOLUXC IIPOOIEMATUKOI COBpEMEHHOM punocopum
A3BIKA, VI JEICTBYIOLINX CIELUATNCTOB, HESHAKOMBIX C Hell, HO CTPeMs-
LIMXCSL MHTETPUPOBATH ee B CBOM mccienoBanyst. OqHAKO BIMSHIE ICTOPUKO-
$1I0COQCKIX MCCIe JOBAHMIT TAKOTO TIUIIA GBLIIO M OCTAETCS IPENMYIIIECTBEH-
HO IPOIIeIeBTUUECKIM V1 BHYTPEHHIIM.

6.2.4. Punocogpus aspika u popmanbHaa ceMaHTuKa

MHoro pa6oT, HeMaJIast 4acTh KOTOPBIX COCTOSJIA U3 OIIVCATETbHBIX, 9KCIIO-
3MIIMOHHBIX ITacca)kell, ObLIN HAIMCAHBI y>Ke He McTopukamu uaocopnmu,
a JIOTMKaMM ¥ METOHOJIOraMI HayKu. ITu paboThl, IOCBSI[eHHbIE JCCIIe-
TOBAHUIO OTHENBHBIX TEM B TaK Ha3bIBAEMON aHATUTIUYECKOI (rirocoduu
SI3bIKa, He TOJIBKO IIPECTABIISIN COOOI ITOCIEeN0BATEIbHYI0 9KCIIO3UIMIO
KOHLEIIIMII TeX VIV MHBIX MBICJIUTEJIEN, HO U COTeprKaly ee KpUTUUEeCKUIT
aHaJIN3, a TAKKe UIEN II0 PelIeHIIO TeX IV MHBIX [IPo6JIeM I falbHEeIIeMy
pasButuio npobaemarnku. Cpeny HIX Takue UCCIeqoBaHMs Kak JleqHMKOB
1973, ITaBunénuc 1986, llenumies & Ilerpos 1984, llenuiies 1977, a Takxke
JlamoB 2008, MukuptyMoB 2006, [IparanuHa-YepHas 2012 1 MHOTHUe OpyTue.

HMmeHHO B 9TUX paboTax PopManbHO-CeMaHTIMUYECKAs IIPOBIeMaTIKa U
ee KOHCTPYKTUBHBIe 0011ep1IocodCcKIe acIeKThI N3Iaralich Hanboee sKc-
mnuutHo. Hampumep, I'epacumoBa 2000 (IIOSBUBILIASICS peasbHO TOPa3xo
paHblile Tofa MyOIMKALIN) IBIISETCS, T0KaNyi, e{MHCTBEHHON OTeUeCTBEH-
HOI1 MOHOTpadmelt, TOIHOCTHIO HAIIMCAHHOI B TPAAUIIIN MHTEHCHOHAIBHOI
soruky P. MoHTeTIO U IpUMEHSIOIIEel 9TOT alIapar K MaTeprany pyccKoro
SI3BbIKa.
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PaboTh! MMEHHO 3TOr0 HANpaBJIEHMs MOTJIN ObI CeIaTh BAMsSHIE QIII0-
CO(CKIX acreKToB GOpMaIBHOIN CEMAHTMUKI Ha OT€UECTBEHHYI0 QuIocodpmo
Hauboyiee KOHCTPYKTUBHBIM: PEJIATUBICTCKIE apIyMeHTHI B ¢uocoduu
HayKu 1 Gprutocoduu g3bIKa, ecIu Obl ¥ GOPMYyINPOBAIIUCH, TO B 6oJIee Kpu-
TUYECKOM U AVCKYCCHOHHO-OPMEHTIPOBAHHOM KJIIOUe, OpMEeHTUPOBaHHbBIE
Ha MEXIUCILYIUIMHAPHYIO IIPo0IeMaTIKy yUeOHMKI 110 JIOTMKe He HaXOu-
JCh OBl INIITb Ha HayalbHbIX 3TallaX CBOEN pa3paboTKu.

BsaumogpeiictBue prutocodumt, TOTMKY U IMHIBUCTUKY B Poccuu, oqHuM
13 IIPUMEPOB KOTOPOTO SBIJISETCS IIPOEKT POPMAaIbHOI CEMaHTUKI, €1lle B
ITOJIHOTI Mepe He cocTostock. OMHAKO IepeunciieHHbIe BhIllle paboThl CO3Ma-
IOT MOCTATOYHBII 3aeJI O4JId TOTO, YTOOBI 3TOT IIpolecc, HauaThbIll B HaIIIe
CTpaHe B 1970-€ TOABI ¥ BO30OHOBJICHHBIIT B II0CIeNHee BpeMs (cM. Baciokos,
paranuna-Yepuas & [Joaropykos 2014, Kycianmit 2013) moayums B qanbHeit-
111eM HOBBIE CTHMYJIBI K Pa3BUTHIO U JOCTUT TOTO YPOBHS IJIOJOTBOPHOCTY,
KOTOpast HabJII0aeTcs B APYTUX CTpaHaX MUpA.

96



-

7

Pronouns with multiple indices as

conjunctions and disjunctions

Natalia Ivlieva and Alexander Podobryaev

In this squib we would like to use the opportunity to point at some previously unnoticed
facts concerning the semantics of plural pronouns with multiple indices. Such pronouns
are normally interpreted as conjunctions (sums) of indices (for example, an inclusive
we in a given context can be understood as ‘you and I'). However, we note that in
certain environments plural pronouns can be also interpreted as disjunctions (we as
“you or I'). Interestingly, exactly these environments were characterized in Ivlieva 2012
as those that license plural disjunctive noun phrases.

7.1 Plural pronouns as conjunctions

As a starting point we will use an old observation that plural pronouns can
have several antecedents, as in the following example from Lasnik 1989:!

(1)  After John, talked to Mary,, they,,, left the room. (Lasnik 1989: 98)

In a sense, in this sentence the pronoun they is used in place of the conjoined
noun phrase John and Mary. (Collins & Postal 2012) explicitly propose that the

The research presented here received funding from the European Research Council under the
European Union’s Seventh Framework Programme (FP/2007-2013) / ERC Grant Agreement
N°324115-FRONTSEM (PI: Schlenker). Research was conducted at Institut d’Etudes Cognitives,
Ecole Normale Supérieure — PSL Research University. Institut d’Etudes Cognitives is supported
by grants ANR-10-IDEX-0001-02 PSL# and ANR-10-LABX-0087 IEC.

The study was implemented in the framework of the Basic Research Program at the National
Research University Higher School of Economics (HSE) in 2015.
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plural pronoun in sentences like (1) is underlyingly a conjunction of singular
pronouns transformed into a single plural pronoun on the surface by a special
rule called “coordinate fusion”. The deep structure of (1) is given in (2):

(2)  After John, talked to Mary,, he, and she, left the room.
(Collins & Postal 2012: 42)

If this particular treatment is correct, plural pronouns with split antecedents
can be viewed as a sort of pronouns of laziness. But even if we don’t endorse
Collins & Postal’s analysis, it may be needed to attribute multiple referential
indices to plural pronouns. It is especially useful for the cases of partially
bound plural pronouns of the kind discovered in Partee 1989> and extensively
discussed in Rullmann 2003, 2004 and Heim 2008, as in the examples below.

(3)  [Every woman John, dates], wants them,, to get married.

The index 1 + 2 is a special index, usually called a set index, and the pronoun
them, ., denotes a plural individual that is the sum of the individuals that the
assignment function maps the indices 1 and 2 to. In principle, any index that
is a part of a set index can be bound. In (3), the index 1 on the pronoun them
is free, but the index 2 is semantically bound by the universal quantifier. The
sentence is interpreted as follows:

(4) [(G3)& = 1iff for every x, such that x is a woman that John dates, x wants
g(1) ® x to get married (where g maps 1 to John).

Again, it is possible to have an analysis that explicitly states that at LF the plural
pronoun is represented as a conjunction of pronouns with single indices, one
of which appears to be bound. And in fact, such an LF can have a transparent
corresponding PF that would also have conjoined pronouns:

(5) [Every woman John, dates], wants him, and her, to get married.

However, as we will show in the next section, this way of interpreting mul-
tiple indices cannot be the only one. There also should be a possibility to
interpret multiply indexed plural pronouns as meaning something like “any
member of the sum”. Or, in other terms, it may be the case that plural pro-
nouns with multiple indices are not always LF-conjunctions. They may also

2 Here is Partee’s original example:

(i) John, often comes over for Sunday brunch. Whenever someone else; comes over too, we;,,,3
(all) end up playing trios. (Otherwise we,, play duets.) (Partee 1989)
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be LF-disjunctions.

7.2 Plural pronouns as disjunctions

Consider the following example:

(6) a.  Speaking of John, and Mary,... 1didn’t see them,,,.
b.  #Ionly saw John,.

The fact that it is strange for (6a) to be followed by (6b) in discourse3 cannot
be accounted for if the pronoun with a set index denotes a plurality consisting
of John and Mary, since in principle it should be possible to not see a plural
individual while seeing some individual that is a subpart of that plurality, cf.
the example below

(7)  Speaking of John, and Mary,...
I didn’t see the two of them,_,. I saw only John.

It looks the sentence in (6a) is really interpreted as ‘T didn’t see any of them’,
or, in other words, ‘T didn’t see John or Mary’.

This way of interpreting multiply indexed pronouns is consistently avail-
able throughout various downward-entailing contexts. Consider some sen-
tences and their paraphrases below.

(8)  Restrictor of universal quantifier
Mary, told me, that everybody who knows us,, ;) wants us,, to get married.
= Mary, told me, that everybody who knows me; or her; wants us,; to get
married.

(9)  Scope of “few”
Few people notice them,, ,,, because John; and Mary, are both very quiet.
= Few people notice him, or her,, because John, and Mary, are both very quiet.

As it is common for other monotonicity-sensitive phenomema, downward-
entailing environments above seem to pattern with questions. There it even

It might be possible to for (6b) to follow (6a), if the pronoun them is stressed: I didn’t see THEM. I
saw only John. We don’t have much to say about such cases, but it can be noted that this pattern
could be viewed as a signature of embedded implicature computation (cf. It stopped raining in
SOME of the cities = It didn’t stop raining in all of the cities).

Presumably, there is also a “conjunctive” reading: ‘Mary; told me, that everybody who knows
both me; and her; wants us; 3 to get married’. This kind of reading may be available in other
downward-entailing cases as well, but crucially a “disjunctive” reading is also an option.
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looks like interpreting multiply indexed pronouns as disjunctions is even
preferred to interpreting them as sums. This is why, with an inclusive we in
(10), (10a) makes sense as coherent dialogue, and (10b) does not. The positive
answer in (10a) works only if we is understood as a disjunction, while the
negative answer in (10b) works only if we is understood as the sum of the
speaker and the addressee.

(10) a. — Has anyone seen us(; ,? (= — Has anyone seen you, or me,?)
— Yes, I think I, ve been spotted.

b. — Has anyone seen us, ,?
— #No, they noticed only me;.

At this point the reader may wonder if we are even on the right track. Isn’t it
the case that even overt conjunctions could have the intended interpretation
in the contexts we have just discussed? For many speakers it seems to be so.
That is, if multiply indexed pronoun in the examples (6), (8-10) are replaced
by overt conjunctions of singular pronouns, the disjunctive interpretations
we are after would still be available:

(11)  Ididn’t see John and Mary#I only saw John.

(12)  Mary, told me, that everybody who knows me, and her, wants us,,, to get
married.

(13)  Few people notice John, and Mary,, because they,,, are both very quiet.
(14) Has anyone seen you and me? #No, they noticed only me.

We won’t be able to address the issue of how exactly conjunctions of pronouns
give rise to what we call disjunctive readings, but it is important to not limit our
attention to these particular cases. In some other downward-entailing environ-
ments conjunctions and disjunctions give rise to very different interpretations,
and multiply indexed pronouns can pattern with either conjunctions or dis-
junctions. Consider the two examples below:

(15)  Antecedent of a conditional: conjunctive reading
(John, and Bill, had a fight recently.)
If they; 4, happen to be in the same room, please make them,; 4 talk to each
other.
= If John, and Bill, happen to be in the same room, please make them,, ,, talk
to each other.
# If John, or Bill, happen to be in the same room, please make them, ,, talk to
each other.
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(16)  Antecedent of a conditional: disjunctive reading
(John, and Bill, are both wanted for murder.)
If you happen to see them, 4, please give us a call.
= If you happen to see John, or Bill,, please give us a call.
# If you happen to see John, and Bill,, please give us a call.

The example in (16) illustrates an interesting case where it is clear that the
paraphrase with a conjunction is different from the one with the disjunction.
Of course, the context in (16) is set up in a way that makes the disjunctive
interpretation preferable. However, it is still important to establish that in
principle we can tell disjunctive representations from conjunctive ones and
entertain the possibility that those disjunctive representations do exist.

In the examples above the indices of disjunctive pronouns were all free, but
it can be shown that just like conjunctive (sum) representations (3), disjunctive
representations allow for binding of individual indices in disjunctions, as
below:

(17)  [No girlfriend of mine,]; would talk to anyone who gossips about us, 3.
= [No girlfriend of mine, ]; would talk to anyone who gossips about me; or
her,.

The pronoun in (17) is partially bound by the negative quantifier, but the
bound index and the free one are not summed up, but, on the intended reading,
disjoined.

In all of the cases considered in this section multiply indexed pronouns
appear in exactly in those environments that are known to license strong
NPIs and, more importantly, unstrengthened disjunctions. If the analysis of
multiply indexed pronouns as disjunctions is taken seriously, then it is not
coincidental that in these particular environments we observe these particular
interpretive effects.

However, we face a new question now. If it is in principle possible to
interpret multiply indexed pronouns as disjunctions, why is it not the case
that this option is always available. For example, why is it not possible for (1),
repeated below as (18a) to mean (18b)?

(18) a.  After John, talked to Mary,, they, ,, left the room.
b.  After John, talked to Mary,, he; or she, left the room.

The answer that we tentatively provide has to do with the fact that the disjunc-
tions we are talking about are of a particular kind. These are plural disjunctions,
which have been independently shown to be licensed only in a subset of
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contexts where singular disjunctions can occur (Ivlieva 2012, 2013). In the
next section, we take a closer look on the makeup and licensing of plural
disjunctions.

7.3 Plural disjunctions and their licensing

Ivlieva (2012, 2013) observed the phenomenon of plural verbal agreement with
disjunctive subjects in Russian>. Crucially, she noted that plural agreement
can occur only in a limited set of contexts. These are downward-entailing
environments, questions, and quantificational contexts.

Plural disjunctions don’t seem to be licensed in episodic sentences outside
of the scope of some quantifier. In such cases , only singular verbal agreement
with a disjunctive subject is possible (19a). However, things change in the
scope of quantifiers: plural agreement somehow becomes available (19b).

(19) a.  Veera ko mne prisel-@ /*prisli  Petja ili Vasja.
Yesterday to me came-sG “came-PL Petja or Vasja

‘Yesterday Petja or Vasja came to me.

b.  Kazdyj den’ ko mne prizodil-@ / -i Petja ili Vasja.
every day to me came-sG / -PL Petja or Vasja
‘Every day Petja or Vasja came to me.

Ivlieva argues that the unacceptability of plural disjunctions is due to a conflict
that arises in course of the scalar implicature computation (which, for Ivlieva,
takes place in the grammar). This conflict cannot be resolved by implicature
cancellation or “pruning” of alternatives, and thus leads to ungrammaticality.

According to Ivlieva, a plural disjunction contains two scalar items: a
disjunction that triggers an exclusivity implicature (“not both”), and a plural
morpheme that triggers a multiplicity implicature (“more than one”). As a
whole, plural disjunctions are generalized existential quantifiers with restrict-
ors in the form of disjunctive properties. For example, the plural disjunction
from the sentence (20) can be schematically represented in (21).

As Ivlieva (2013) acknowledges, the phenomenon may be not limited to Russian. The data from
Kazana 2011 suggest that a very similar (if not the same) distribution of plural disjunctions could
be observed in Greek, and, at least for some speakers, English works parallel to Russian as well
(see also judgments in Morgan 1985, Peterson 1986, Jennings 1994, Eggert 2002. As for Russian, the
earliest observation of plural agreement with disjunctions can be attributed to Skoblikova (1959).
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(20)  V 2006-m i 2007-m vse turniry “Bol’Sogo 3lema”
In 2006 and 2007 all tournaments.acc Grand Slam.GEN
vyigral-i [Federer ili Nadal’].
won-PL [Federer or Nadal].rL
‘In 2006 and 2007, all Grand Slam tournaments were won by Federer or Nadal.

(21) QP
N
(some) NP

N
disj. PL
/’\
F or N

The constituent labeled disj. in (21) denotes a set consisting of Federer and
Nadal:

(22)  [Federer or Nadal] = {f,n} = Ax.x=forx=n

The contribution of the plural morpheme amounts to embedding the denota-
tion of disj. under Link’s (1983) star-operator (x).

(23)  [[Federer or Nadal] p1]] = #[F. orN.] = {f,n,f®n} = Ax.x=forx=n
orx=f@®n

The scalar alternative of or is AND. The predicative meaning of the coordination

[Federer AND Nadal]| is given in (24).

(24) [PFederer ANDNadal] = {f @ n} =Ax.x=f@®n

As for the plural morpheme 1, its scalar alternative is sG, which is semantically
empty, so that for example, the singular alternative of (23) is what we had in

(22):

(25)  [[Federer or Nadal] sG] = [[Federer or Nadal]] = {f,n} =Ax.x=forx=n

The intuition behind Ivlieva’s analysis (which we won’t be able to present
here in full detail) is as follows. A sentence with a plural disjunction would
normally have (at least) two implicatures: the one that is generated by the
plural feature (multiplicity) and the one generated by disjunction (exclusivity).
For example, the two implicatures of (26), an ungrammatical sentence with a
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plural disjunction, are given in (27).

(26) *V 2006-m Roland Garros vyigral-i  Federer ili Nadal.
in 2006  Roland Garros won-pL [ Federer or Nadal].rL
Intended: ‘In 2006, the Roland Garros was won by Federer or Nadal’

(27) a.  Multiplicity Implicature:
It is not true that only one of the two tennis players won the Roland Garros
in 2006.

b.  Exclusivity Implicature:
It is not true that both tennis players won the Roland Garros in 2006.

The two implicatures taken together obviously contradict the asserted dis-
junctive meaning: ‘In 2006, Federer or Nadal or both won the Roland Garros’,
and Ivlieva argues that this clash is the reason of why the plural feature on
disjunction and hence the plural agreement on the verb is blocked.

If the disjunction were singular, there would be no multiplicity implicature
and hence no contradiction; and the sentence in (28) is thus grammatical:

(28) V 2006-m Roland Garros vyigral  Federer ili Nadal.
in 2006  Roland Garros won-sG [ Federer or Nadal].sG
‘In 2006, the Roland Garros was won by Federer or Nadal’

In the quantificational case (20), the two implicatures are as in (29):

(29) a.  Multiplicity Implicature:
It is not true that every GS tournament in 2006-2007 was won by Federer,
and it is not true that every GS tournament in 2006-2007 was won by
Nadal.

b.  Exclusivity Implicature:
It is not true that every GS tournament in 2006-2007 was won by both
Nadal and Federer.

In this case the two implicatures are consistent with the assertion ‘every GS
tournament in 2006-2007 was won by Federer or Nadal or both’, and seem to
lead to the right meaning: both tennis players have to have won overall (but
no tournament has to have been won by both of them).

In downward-entailing environments no implicatures would be generated,
and so plural disjunctions would again be licensed. This is a correct prediction,
as evidenced by examples like the one with negation below:
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(30) Ja ne dumaju, éto [Federer ili Nadal] vyigryval-i Roland Garros
I not think that Federer or Nadal won-pPL Roland Garros
do 2005-go goda.
before 2005 year
‘T don’t think Federer or Nadal won Roland Garros before 2005

To sum up, the distribution of plural disjunctions is conditioned by what im-
plicatures are generated and whether they lead to a contradictory strengthened
meaning. If the implicatures do not give rise to a contradiction, plural agree-
ment is fine; but when there is a contradiction (and no possibility of getting rid
of troublesome alternatives before computing implicatures), ungrammaticality
results.

To make this intuition work, Ivlieva develops a theory in which (at least
some) scalar implicatures are not optional in a Gricean way. If they were,
there would be a way to “save” any sentence like the one in (26) by simply
not computing one or both of the implicatures. Since it is apparently not an
option, some implicatures would have to be obligatory. Ivlieva argues that
obligatoriness of implicatures can come from at least two sources: a) certain
scalar items are specified as generating alternatives that have to be negated; b)
there are constraints on “pruning” of alternatives, which can eventually lead
to implicatures being obligatorily generated.

If Ivlieva’s analysis is correct, and if multiply indexed pronouns can be
plural disjunctions, we predict disjunctive interpretations to be available not
only in downward-entailing environments, but also in quantificational con-
texts, where plural disjunctions are licensed.

The prediction may be borne out, although in many cases it is hard to test.

Consider the following example:

(31) (Nadal, and Federer, are great tennis players.)
All Grand Slam tournaments in 2006 and 2007 were won by them,, ,,.

We might hypothesize that the multiply indexed them is interpreted as a plural
disjunction ([Federer or Nadal].pr), which, as we have just shown, would
be licensed in such a context. However, we cannot exclude the possibility
that them is not a disjunction, but a conjunction ([Federer AND Nadal].pr).
Conjunctions are known to give rise to cumulative readings, and what we
have in (31) could be just a special case of cumulation. In fact, it looks like
the sentence would be true in the actual world (where Nadal won two of the
eight Grand Slam tournaments in these two years, and Federer won the rest),
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whether it involves a conjunction or a disjunction, which we can make overt:

(32) a.  All Grand Slam tournaments in 2006 and 2007 were won by Nadal or
Federer.®

b.  All Grand Slam tournaments in 2006 and 2007 were won by Nadal and
Federer.

Regardless of these complications, however, Ivlieva’s plural disjunctions are
very useful for our purposes, since we can at least predict that disjunctive read-
ings of multiply indexed pronouns would be licensed in downward-entailing
environments. If disjunctive readings arise precisely in those cases where a
pronoun is (covertly) an existential GQ with a disjunctive restriction, then
the constraints on disjunctive readings should be precisely the constraints on
Ivlieva’s plural disjunctions. That is to say that the disjunctive interpretation of
a multiply indexed pronoun should be available, when plural disjunctions are
licensed, and it should not occur in those contexts where plural disjunctions
won’t be licensed. These are at least upward-entailing and non-quantificational
environments.”

So, having taken a closer look on plural disjunctions we can address and
answer raised in the end of the previous section. Plural pronouns with multiple
indices cannot always be interpreted as disjunctions, because in many cases
(like the one in (1)) plural disjunctions would give rise to a conflict on the
level of scalar implicatures. In those cases only the conjunctive interpretation
would be available.

Multiply indexed pronouns should not be analyzed in a uniform way.
In principle, both disjunctive and conjunctive (sum formation) construals
are available for them. The disjunctive construal is constrained by Ivlieva’s
conditions on plural disjunction. As for the conjunctive construal, we leave
open the question of whether it is constrained as well.

7.4 Disjunctions vs. choice functions

Before we conclude, there is another potentially important point to be made.
We have proposed that plural pronouns with multiple indices can be implicit
disjunctions, but there could be an alternative analysis by which those plural

Of course, there is another reading of (32a), where the disjunction takes scope over the universal
quantifier and the ignorance inference is derived, but that reading is not at issue here.

As of now, we are not sure if non-monotonic environments should be included in this list, as it is
not exactly clear if they allow for plural disjunctions.
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pronouns are not disjunctions per se but rather choice-functional indefinites.
In this section, we would like to show that this avenue seems less promising,
at least for the cases discussed above.

The idea that plural pronouns can sometimes be interpreted as choice
functions was recently discussed in Sudo 2014. Sudo is primarily analyzing
dependent plural pronouns, as in (33).

(33)  The first years all think that they are the smartest student.

According to Sudo, the reason to use a plural pronoun in (33) is that it denotes
a choice function, whose range is a plurality of first years, that gets bound by
a distributive operator.

A slightly more complex case that Sudo discusses is the one in (34), modeled
after Dimitriadis 2000:

(34) The people who voted for John and Bill thought that they would win.

The sentence can be interpreted as follows: ‘the people who voted for John
thought that John would win, and the people who voted for Bill thought that Bill
would win’. To capture this reading, Sudo proposes that they in (34) denotes a
second-order choice function that takes an additional Skolem argument that
is a choice function itself:

(35) (X, y) = the person among X that y voted for.

The Skolem argument y is a choice function that ranges over the voters and
that gets bound by the distributive operator.

Even though the material of Sudo’s study is different from ours, it is
important to ask ourselves if the cases we have been discussing could be
accounted for with the use of choice-functions. On the first examination, it
looks like there will be problems.

Consider the quantificational case in (31). If them in (31) is a choice-function
it would be construed as follows:

(36)  h(X,y) = the person among X that won y, where X = f @& n

The Skolem argument must get bound by the universal quantifier all Grand
Slam tournaments. It may seem that this way we will capture the meaning of
(31), but this way we fail to take into account what seems to be the contribu-
tion of the plural feature of the pronoun, that is, the implicature that some
tournaments were won by Federer and some by Nadal.

As for non-quantificational downward-entailing contexts, it is just not clear
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what would license a choice function there, i.e. what would bind either the
function itself or its Skolem argument. Note that if we allow for plural pronouns
to be free, non-bound choice functions, we would not be able to explain why
plural pronouns with choice-functional (disjunctive) interpretation are not
allowed outside of downward-entailing and quantificational environments,
such as (1).

Yet another problem is that an analysis in terms of choice functions would
fail to explain why disjunctive interpretation of plural pronouns is sensitive
to islands.

One of the properties of choice functions, as opposed to quantificational
indefinites, is that they don not have to undergo quantifier raising to take
scope, and so they are predicted to be able to take pseudo-scope out of scope
islands (cf. Reinhart 1997, Kratzer 1998). If multiply indexed pronouns with
non-conjunctive interpretation are indeed choice functions, they should to be
able to scope out of islands, but this prediction does not seem to be borne out.
Let us consider the following example:

(37)  (John, and Bill, are very popular.)
Every girl in our department will be thrilled if they, ,, ask her for a date.
= Every girl in our department will be thrilled if John or Bill ask her for a date.
# Every girl in our department will be thrilled if John and Bill ask her for a
date.

The widely shared intuition about (37) is that it can mean that every girl will
be thrilled if either of John and Bill, no matter who exactly, asks her for a date.
In our terms, this means that the multiply indexed pronoun is interpreted as a
plural disjunction inside the antecedent of the conditional. Such an interpreta-
tion is possible, since antecedents of conditionals are downward-entailing.

An important fact about (37) is that it is not possible for the disjunction
to take scope outside of the if-clause. If it did, the sentence would have an
interpretation according to which for each girl there is a particular boy such
that that girl would be thrilled if that boy asked her for a date. Such scope
would have be an option if what we call plural disjunctions were indeed
choice functions, but it should not be possible if, as we have claimed, plural
disjunctions are existential GQs that are unable to scope out of islands, such
as the if-clause in (37).
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7.5 Concluding remarks

We hope to have shown that pronouns with multiple indices can be interpreted
as disjunctions. Since pronouns with multiple indices are necessarily plural,
these disjunctions would also be plural, and plural disjunctions are special
in that they are licensed only in a particular set of contexts. This is why the
disjunctive interpretation of multiply indexed pronouns is so constrained: it
may occur only in downward-entailing and quantificational environments,
and in questions.

There are still many problems to be solved, and at this point, one of the most
important has to do with the reliability of the judgments. Even if we are right
that disjunctive interpretations are sometimes available, these interpretations
are often less readily available than the conjunctive ones. Why this would be
the case is not very clear to us now.
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On the quantification of events

Ivan Kapitonov

Quantification is perceived as a phenomenon characteristic of the nominal domain.
Determiners, prototypically involved in building generalised quantifiers, syntactic-
ally combine with nominal elements. The things that constitute the D; are typically
expressed by nominals. However, they are not the only things that can be quantified
over. The present paper discusses the quantification of events and an analogy between
locative sentences in the spatial and temporal domains, in the spirit of Partee’s (1973,
1984) observations of analogies between tenses and pronouns.

8.1 The na-construction in Greek

In a recent paper, Iatridou (2014) discusses semantics of a particular verbal
construction in Modern Greek:*

(1)  Echo tria chronia na dho  ton Mano.
have.1sG.Prs three years na see.1sG the.Acc manos.Acc

“The last time I saw Manos was three years ago.

This construction demonstrates a number of interesting properties. It carries
an existential presupposition of the event described in the na-clause. The
presuppositional status of the existence inference is evidenced by the fact
that it is not cancellable and projects from under operators such as negation
and questions. The assertion is about the length of the period from the last
occurrence of the event to the utterance time (or, more correctly, reference
time). Iatridou compares the na-construction with the negated Perfect (2a) and

1 All Greek examples are from Iatridou 2014, with her transliteration and glosses.
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with what she calls the since-construction (2b) in English. She concludes that
the negated Perfect is different because the existence inference is cancellable,
hence is a conversational implicature. For the since-construction, see below.

(2) a. Thaven’t visited Boston since 2010.

b. It has been three years since the last Summer Olympics.

The Greek na-construction is a Perfect, i.e., semantically it is associated with a
perfect time span (PTS; Iatridou, Anagnostopoulou & Izvorski 2001, Pancheva
2003). The left boundary (LB) is associated with the description in the na-clause,
and the right boundary (RB), i.e., the reference time in Reichenbachian ter-
minology, is modulated by tense. Iatridou uses the existential presupposition
to distinguish between the since-construction and the na-construction. She
shows the former to carry a uniqueness presupposition, thus being akin to
definite descriptions. The event description in the na-construction, on the con-
trary, is neither definite nor specific. Rather, Iatridou argues that it includes
free choice universal quantification over events. In what follows, I will use
the shorthand EQ to refer to constructions of event quantification. She claims
that na-construction instantiates U[niversal]-Perfect, i.e., the kind of Perfect
where a statement holds of any subinterval of the PTS. The semantics that she
provides for the construction is given in (3). Compositionality is left for future
research.

(3) Vit € PTS — (Vpce(na—clause(e) — (Ji(i # &) between e and t))

Finally, where does the existential presupposition come from? Iatridou resorts
to metaphorisation of time as space. A time interval is likened to a container
that holds time like substance. The container, a space, is defined by its bound-
aries, and likewise the temporal interval is defined by its boundaries. As far as
there is an interval, its boundaries are presupposed to exist. The event of the
na-clause names the LB, and since that is presupposed to exist, existence of
the event is presupposed as well.

8.2 Russian: same function, different form

Tatridou (2014) provides a basis for a broader crosslinguistic outlook. In what
follows, I will contribute to that with observations of a construction in Russian
in the light of Iatridou’s ideas, and along the way I'll pick up a few related
topics.
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8.2.1 Aspectual composition

The construction in question is presented in (4):*

(4) Ja ne videl zemletriasenija tri  goda.
LNOM not see.3sG.PsT earthquake.GEN three year.CNT

‘Thaven’t seen an earthquake in/for three years’

Although it looks like a negated perfect, there is an existential presupposition
rather than an implicature, unlike what has been said about English. The
sentence in (4) gives rise to the inference that I saw an earthquake before, and
asserts that the specified time span lacks my seeing earthquakes. The inference
cannot be cancelled:

(5) Ja ne videl zemletriasenija tri  goda. #Da 1  voobsche
ILNoM not see.sG.M.PST earthquake.GEN three year.CcNT PRT and in.general
nikogda ne videl.
never not see.SG.M.PST

>

‘Thaven’t seen an earthquake in/for three years. #And actually I never saw any.

Thus the existence of an event described by the VP is not implicated. It is not
asserted either: it projects out of questions (6) and negation (7) (on projection
see Karttunen (1973), Potts (2015: §2), and references therein):

(6) Kak davno ty ne xodila v gory?
how long you.NOM.sG not go.SG.F.PST in mountain.PL.ACC
‘How long have you not been to the mountains?’

With a different word order the construction allows an optional temporal complementizer kak
‘as’/‘when’ (i), without any obvious effect on meaning.
(i) (Ja) tri goda kak (ja) ego ne videl

(Lnom) three yearcNT as (I) heacc not seepsT

‘It’s three years since I saw him last.

It is probable that such a configuration renders the event description as the complement of the
adverbial. I'm leaving these data for future research.
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(7)  Nepravda, chto ja ne pil vodku tri  dnia! {Ja
false that ILnom not drink.sc.m.psT vodka.acc three day.cnt {I
vchera  pil / Ja uzhe nedeliu ne pil! /#]a

yesterday drink.sc.m.psT / I already week.acc not drink.sc.m.psT / I
nikogda v rot ne brall}
never in mouth not take.sG.M.PST
‘It’s not true that I didn’t drink vodka for three days. {I drank yesterday! / I
haven’t drunk for a week! / #I never even tried it!}

We are led to conclude that the existence of the event is a presupposition.
The presupposition seems to be a feature of the construction as a whole: if the
temporal adjunct is substituted for a different one or completely removed, not
only can the inference be cancelled, it is gone:

8) Ja ne videl zemletriasenija (za tri ~ goda) v Los-Angelese,
ILNoM not see.35G.PST earthquake.GEN in three year.cNT in LA
gde uzh tam govorit’ o Moskve!
where PRT there talk.INF about Moscow
‘Thaven’t seen an earthquake (in three years) in Los Angeles, let alone Moscow.
[= I never saw any]

Besides the characteristic behaviour in these ‘hole’ environments, the construc-
tion shows the expected division of at-issue and not-at-issue content (Simons
et al. 2010). It can answer questions about the length of the period of the
event or situation denoted by the VP (9a), but since the existential inference is
actually a(n informative) presupposition (i.e., not-at-issue), the construction
cannot answer questions about the event existence (g9b):

(99 a Ty chasto naveschaesh’ roditelej? — Ja u  nix
yOu.NOM.SG often visit.2sG.PRS parent.pL.AcC ILNOM at they.GEN
poltora goda ne byla.
one.and.a.half year.cNT not be.sG.F.psT

‘Do you visit your parents often? — [ haven'’t visited them for a year and a
half’

b. Ty byl na Karibax? —#Ja tam (uzhe)  tri
you.NOM.SG be.sG.M.PST on Carribean ILNom there (already) three

goda ne byl

year.CNT not be.sG.M.PL
‘Have you (ever) been to the Carribean? — #I haven’t been there for three
years (already).

The right boundary of the PTS can be modified by tense:
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(10)  Cherez chas budet sutki, kak ja tebia ne videl
across hour be.sc.FuT day as LNOM you.sG.ACC not see.SG.M.PST

‘In an hour it will be one day since I last saw you.

Russian EQ construction, unlike the Greek one, is an E-Perfect. It denies
(as there is obligatory negation) the assertion that some event has occurred
in the specified time interval. However, we notice that the verb must be
morphosyntactically imperfective to get the relevant reading.3 Here’s a double
puzzle: how does an imperfective verb end up in a perfective construction?
Why does it have to be imperfective? The answer to the first question is
relatively straightforward if we employ Pancheva’s (2003) theory of perfect
as the higher aspect. On her theory, perfect introduces an additional Aspect
projection below T and above the viewpoint aspect. Its semantics is to relate
“the interval of evaluation (the PTS), a reference time of sorts, to the reference
time introduced by the tenses” (p.285). The resulting structure looks like this

(p.284, (92)):

(11) TP
T AspP,
[pasT] Asp, AspP,

[PRESENT]
[FUTURE] ‘ /\
[pERFECT] [(UN)BOUNDED] VP
[NEUTRAL] ‘

Aktionsart

The layers above the vP allow to derive the full range of readings composition-
ally. Postulating AspP, in the Russian EQ construction is further supported
by the fact that they optionally include the adverb uzhé ‘already’, which is
arguably a perfect level adverbial.

The answer to the second question is less obvious. I will offer three types
of possible explanations, but without decisively choosing one of them. The
first one relates the viewpoint aspect directly to the properties of the event. Im-
perfective provides the feature specification [UNBOUNDED]. This specification
is required for the universal perfect interpretation, where both boundaries of

3 On the usual tests for imperfective (Borik 2002, Romanova 2007).
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the PTS should be included in the event interval (Iatridou, Anagnostopoulou
& Izvorski 2001). According to Pancheva 2003, 282,(7b.ii), [UNBOUNDED] does
just that:

(12)  [[unBouUNDED| = APAiTe[i C 7(e)&P(e)]

Semantics in (12) says that reference time is a subset of the event time. The
main problem with this answer is that a universalist approach cannot ac-
count for both Russian and Greek. It has been noted that Greek does not have
U-Perfect, which is dependent on the availability of imperfective perfect parti-
ciple (Iatridou, Anagnostopoulou & Izvorski 2001: 169-171). However, Iatridou
2014 takes U-Perfect to be “a semantic label for universal quantification over
subintervals of a time span, and not as the name of a syntactic construction”
and claims that U-Perfect in Greek is expressed by imperfective verb forms. In
the na-construction, on the contrary, only perfective forms of the verbs are
used (latridou ms.). Another possible answer, namely, that the imperfective in
Russian is required to allow for repeatability of the event (see next section)
is weakened by the same fact. Apparently, the viewpoint aspect is not a uni-
versally relevant property of such constructions and one might as well seek
language-specific solutions.

Yet another type of explanation refers to Russian adverbs. The adverbs
used in the Russian construction are always durative, and durative adverbs
cannot combine with perfective. Since the adverbs are obligatorily present
in this construction (and in general in Russian U-Perfect), they restrict the
possible aspect of the verb.

The last type of explanation is in terms of strengthening of an imperfective
statement under negation (Levinson 2005 as discussed in Partee 2008, Partee
& Borschev 2009): imperfective under negation entails that perfective does
not hold (and the entailment is reversed in affirmative). Since achievements,
for the lack of the activity phase, don’t show the entailment, but still must be
imperfective, such an analysis might have to suppose that the strengthening
has grammaticalised to a restriction of selectional kind. At the same time,
achievements may be rescued by appealing to the fact that in imperfective
they exhibit ‘diminished referentiality’:
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(13) a Ja ne naxodil kliuchi.
ILnom not find.1pr.psST.M keys
‘I did not find any keys’
b. Ja ne nashiol kliuchi.

ILnxom not find.Prv.psT.M keys
‘I did not find the keys [I was looking for]’

The utterance (13a) does not give rise to the inference that there was an event
of searching for some keys, which could lead to finding them. The utterance
(13b) does. Given that the event in the Russian EQ construction is non-specific,
it might require the imperfective form. So far it is difficult to find where the
outlined analyses could give divergent predictions. Moreover, they are not
mutually exclusive and may collaborate.

8.2.2 An indefinite event description

Recall that Iatridou 2014 argues for free choice semantics of the Greek con-
struction. For the Russian construction I will use a narrow scope indefinite.

One of the crucial properties of the na-construction is that the event
should be in principle repeatable. It carries some sort of an non-uniqueness
conversational implicature. The same is true for Russian. An utterance like (14)
gives a feeling that applying to universities is Ilya’s habit, perhaps because he
is unfortunate but keeps trying (or used to, for that matter).

(14) Oya chetyre goda ne postupal v universitet.
Ilya four year.CNT not apply.SG.M.PST in university
‘Ilya hasn’t applied to university in four years’

Uniqueness modifiers are out, but they are predictably good in the analogue
of the since-construction:

(15) a  Kirill dva goda ne ezdil na NYI (# vpervye).
Kirill two year.CNT not go.sG.M.PST on NYI for.the first.time
‘Kirill hasn’t been to NYI for two years (#for the first time).

b. Uzhe dva goda s tex por kak Kirill ezdil na NYI
already two year.CNT since Kirill go.sc.m.psT on NYI
vpervye.

for.the first.time
‘It’s been two years since Kirill went to NYI for the first time.
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This requirement of possible plurality of events suggests that this event de-
scription behaves like an indefinite: established uniqueness of the referent
requires definite descriptions, and (possible) plurality is associated with in-
definites (Hawkins 1991, Heim 1991). Russian EQ construction can be given a
compositional analysis as a narrow scope (non-specific) indefinite, not a free
choice universal a la Greek. The narrow scope claim is confirmed by a number
of facts. First, the construction cannot refer to a specific event: (4), repeated
here as (16), is not about any one of the earthquakes I might have seen (i.e., it
is infelicitous if I also saw one two years ago):

(16) Ja ne videl zemletriasenija tri  goda.
LNOM not see.3sG.PST earthquake.GEN three year.CNT
‘Thaven’t seen an earthquake in/for three years’

Therefore, it does not provide an antecedent for subsequent anaphora, although
as the indexing in (17) shows, pronominal reference to events is possible in
Russian:

(17) [Ja ne [videl zemletriasenija ], tri goda ] i
ILNoM not see.3sG.pST earthquake.GEN three year.cNT and
ty eto,s, znaesh’.

you.NoM.sG this  know.2sG.PRs
‘(I haven’t [seen an earthquake], in/for three years];, and you know it [ie.,
that I haven’t seen them for three years, not that I have seen them before]

Third, modals also scope over the indefinite:*

(18)  Sasha ne dolzhna byla videt’ Mashu (uzhe) dve nedeli.
S. not must.F be.PST.F.SG see.INF M. (already) two week.cNT

‘It must be that Sasha hasn’t seen Masha for two weeks already’
O>-=>3dbutnot*~>3>0

The semantics that I propose for the discussed sentences is given below in
(19e), derived compositionally from its components:

First, even though our object may appear as a negative quantifier, I don’t think that it’s a negative
indefinite and don’t consider split scope readings (e.g., Zeijlstra 2011) here. Empirically, in (18)
intermediate scope reading of the modal doesn’t seem possible. Second, the modal can be read
either epistemically (in the presence of uzhe) or deontically (without uzhe). This does not affect
its scopal properties.
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(19) a.  event/VP:P(e)
b.  imperfective aspect, providing UNBOUNDED as in (12)
c.  time adverbials measure the PTS: [3 goda|| = ApAi[length(i) = 3yr Ap(D)]®

d.  Perfect (Pancheva 2003: 284): ApAidi’[PTS(i’, i) A p(i")]
PTS(i’ i) iff i is a final subinterval of i’

e. ~3i(i CPTS A Je(i C 7(e) A P(e)))

The semantics is fully compositional, as the reader is welcome to verify for her-
self. But this semantics does not explain where the existential presupposition
comes from. That is the subject of the next section.

8.2.3 Locative and existential constructions with events

In a discussion of Russian Genitive of Negation (GenNeg) Partee & Borschev
2002 introduce a notion of Perspectival Centre that allows to capture the distinc-
tion between two types of sentences expressing spatio-existential situations,
i.e., the kind that the authors represent as “BE (THING, Loc)”. One type is the
existential sentences (20a), and the other “doesn’t have a name except when
put in contrast with the other kind”, and will be dubbed “declarative” (20b),
following P&B’s use of Babby’s (1980) terminology.

(20) a.  There’s a unicorn in the garden.

b.  The unicorn is in the garden.

The difference, according to the Perspectival Centre Hypothesis, is in which
of the two participants (an individual or a location) is chosen as “the point
of departure for structuring the situation”, i.e., as the Perspectival Centre.
The PC is presupposed to exist, which is evident in the fact that existential
sentences presuppose the existence of the Location, while declarative sentences
presuppose the existence of the THING (regardless of the referential status of
the NP).

I think there is a clear parallel between speaking about things in certain
places and speaking about events in certain time intervals. For instance, Rus-
sian EQ construction instantiates a temporal analogue of declarative sentences.

Under the semantics assumed here, adverbs must combine with the viewpoint aspect before the
perfect, which suggests that they might adjoin to Asp;. I'm remaining agnostic about their exact
syntax.
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The asymmetry of the event and the PTS is evident in the fact that the time
interval adverbial cannot be topicalised:®

(21) 7?Cto  kasaetsia poslednix dvux mesiacev, ja (ix)
what concerns last.GEN.PL two.GEN.PL month.GEN.PL LNoM they.acc.PL
ne xodil na katok.
not go.M.SG.PST on icerink

intended: ‘The last time I went to icerink was two months ago.

Now we can say that the existential presupposition in Russian EQ construction
arises due to the event being the Perspectival Centre of the sentence. Thus, the
event is presupposed to exist in principle, but asserted to not occur in the PTS
of a specified length.” Existential sentences exist in the temporal domain, too.
For instance, the negated perfect in English seems to structure the situation
from the perspective of the time interval, and thus allows its topicalisation:

(22)  As for the last five years, he hasn’t had a seizure.

Where is the ‘existential’/‘locative’ predicate of temporal declarative sen-
tences? Given the structure BE(EVENT, TIME), we might expect to find it above
the projection that encodes the event and below the projections related to the
PTS. It turns out that this position is exactly the viewpoint aspect projection,
AspP, in (11). It relates the vP to the time interval created by the perfect and
measured by the adverbial. My claim is that viewpoint aspect universally
may have the force to introduce a Perspectival Centre, thus giving rise to
presuppositions in a manner analogous to spatial existential and declarative
sentences. Whether this force is optional or not is left for another occasion.

8.3 Conclusion

This paper discussed the variability of quantification over events, drawing
on Greek and English data from Iatridou 2014 and novel data from Russian.
We saw verbal constructions with semantics of free choice quantification,
definite and narrow scope indefinite determiners. I also made a case for another
parallel between the verbal and nominal domains, which concerns sentences
expressing (non-)existence of certain things in certain places and certain

There is a certain relation between topics and PC. B&P use the PC to substitute for the Theme-
Rheme account of GenNeg.

It may be further conjectured that then the temporal measure is indispensable on pain of contra-
diction, as the default left boundary of an existential perfect is the beginning of life.
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events in certain time intervals. Finally, I suggested that the viewpoint aspect
is involved in the operation of Partee & Borschev’s (2002) Perspectival Centre
in the domain of events — just as its name indicates.

Acknowledgements

I wish to thank Sabine Iatridou and her 2014 SPB-NYI class for discussions
of her paper that made me think about the topic. I am grateful to Eugenia
Romanova for important references and for sharing some thoughts about
Russian perfect with me. Peter Arkadiev and Jake Farell read earlier versions
of the paper and suggested a few improvements. Masha Kyuseva listened
patiently to my excitements and complaints and helped with judgements. In
any case, all mistakes are my own. Finally, a huge heartfelt THANK You to
Barbara H. Partee, who opened the world of formal semantics for me.

120



9

Quantifiers in RSL: distributivity and
compositionality

Vadim Kimmelman

9.1 Introduction

9.1.1  Quantification and sign languages

In her 1995 article, Partee discussed various questions concerning the nature of
quantifiers based on cross-linguistic data. An important part of the argument
is based on the analysis of data from American Sign Language (ASL).

In particular, Partee (1995) discussed the distinction between D-quantifiers
(quantifiers which are typically determiners and which quantify over entities)
and A-quantifiers, which are not determiners, and which in general constitute
a more heterogeneous class. Thus, adverbs are A-quantifiers, and they quantify
over events, and also unselectively bind variables in their scope. However,
ASL (as well as some spoken languages) has another means of expressing
quantification, which can also be called A-quantifiers, but which has different
properties.

In particular, verb inflection in ASL can express quantification, but only
over certain arguments of the verb, not over event and all argument variables
in the clause. Partee called this type of quantifiers Argument Structure Ad-
justers. They are different from D-quantifiers because they are not determiners,
but they are also different from quantifiers like always because they are not
unselective binders, and they quantify only over particular arguments of the
verb. Partee further referred to A-quantifiers as non-NP means of expressing
quantification. One might argue that Argument Structure Adjusters are a
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middle case between clear D-quantifiers like every and clear adverbial quanti-
fiers like always, because they share some properties with both classes. Thus
two follow-up questions can be asked: (1) Do non-NP quantifiers constitute
one class of markers? (2) Is there a clear boundary between NP and non-NP
quantifiers? In this paper I will try to show that sign language data can be
relevant for answering these questions, especially the latter.

Another case where Partee (1995) used ASL is the question of composition-
ality of quantificational structure. Semantically, quantification involves three
parts: the operator, the restrictor, and the nuclear scope. However, there is
cross-linguistic and language-internal variation in compositionality, in other
words, in the question whether these three entities are also syntactically dis-
tinguished. ASL is an interesting language in this respect because it uses
the topic-comment structure as the basis for the quantification structure: the
marked topic constitutes the restrictor, the quantifier is a separate sign not
included in the topic, and the nuclear scope (the comment) is prosodically
separated as well. Quer (2012) also argued that sign languages (in particu-
lar ASL and Catalan Sign Language) have the tendency to overtly express
the tri-partite semantic structure of quantification. But how universal is this
tendency?

In this paper I discuss these issues from Partee 1995 based on the data from
yet another sign language, namely Russian Sign Language (RSL). I will show
that RSL distributivity marking is interesting for the discussion of the status
of D-quantifiers vs. A-quantifiers (section 9.2), and I will discuss how RSL
realizes the tri-partite semantic structure of quantification (section 9.3).

9.1.2 Russian Sign Language

RSL is a natural language used by deaf and hard-of-hearing people in Russia
and some other former Soviet countries. In Russia, it is used by at least 120,000
people, according to the census organized in 2010. It emerged in the beginning
of the 19th century, when the first school for the deaf children was founded.

One important property that RSL shares with many other sign languages,
including ASL, is using space to localize referents, to refer back to them through
pointing sign (pronouns) and for verbal agreement. For first and second person,
the pointing to the signer (INDEX,) and the addressee (INDEX,) are used, as in
(1); other referents are assigned arbitrary locations in the signing space, which
we will gloss as a, b etc., as in (2).
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(1) INDEX, INDEX, SEE, SELDOM [RSL]
‘T seldom see you.

(2) INDEX, INDEX; ,SEE, [RSL]
‘He sees him.

(3) INDEX, INDEX; LOVE [RSL]
‘Tlove him’

Examples (1) and (2) also demonstrate that verbs can agree with these locations,
which phonologically means that the verbal sign either moves from the location
of the subject to the location of the object, or it is oriented towards the object.
However, not all verbs are agreeing: plain verbs, such as the RSL sign LOVE,
do not change the form depending on the locations associated with their
arguments (3).

The RSL data discussed in this paper comes from elicitation sessions con-
ducted for a project on quantification in RSL (see Kimmelman to appear, also
for further details of the methodology). Four signers (working in pairs) have
been consulted, mainly with the help of a written questionnaire.

9.2 Distributivity marking in RSL

Partee (1995), based on Petronio’s (1995) data, discussed verbal quantification in
ASL. In this language some verbs can be modified to express aspect (iterative,
durative, etc.), but also to quantify over arguments. The following example is
adapted’ from Partee (1995: 548). In this example distributive quantification
over women is expressed through the spatial modification of the verb GIve
(figures illustrating this type of modification in RSL are provided below).

top
(4) WOMAN BOOK ;GIVE o, [ASL]

‘T gave each woman a book’

This type of quantification is interesting because it does not strictly speak-
ing fall under D- or A-quantification. It is definitely not D-quantification,
because there is no adnominal quantifier present; instead, the verb is marked.
On the other hand, adverbial A-quantifiers (always, often) typically quantify
over events, not arguments. Partee (1995) uses the term Argument-Structure
Adjusters to refer to this type of quantifiers.

All examples are adapted to conform to a notation more commonly used nowadays (Pfau, Markus
Steinbach & Woll 2012).
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Figure 9.1: Stills for example (5). Movement from the signer towards several
(four) locations.

Similar marking clearly also exists in RSL. The verbal sign moves towards
the locations of the objects distributed over (the distributive key). Interestingly,
distributive agreement can apply both to objects and subjects: see (5) and
figure 9.1, and (6) and figure 9.2. In addition, similar to other sign languages,
RSL also has the form of non-distributive plural agreement, when the hand
follows an arc shape to denote a plurality of objects.

(5)  |GIVE-PRESENT, 1, [RSL]
‘I gave everyone a present.

(6)  ,rrGIVE-PRESENT, [RSL]
‘Everyone gave me a present.

Partee (1995: 564) claimed that distributive marking on the verb “indicat[es]
both distributive key and distributed share”. However, note that in RSL? the
distributive morphology itself indicates the distributive key only: in (5), it is
the people who I gave presents to, as these people are associated with the
spatial location with which the verb agrees. The distributed share (the present)
is in principle also marked morphologically by the handshape of the verb,
but it is not marked in any specifically distributed way: the same handshape
would be used in the non-distributive form of the verb GIVE-PRESENT, as in (7).

(7)  |GIVE-PRESENT, [RSL]
‘I gave you a present.

2 The same is probably true for ASL as well.
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Figure 9.2: Stills for example (6). Movement from several (four) locations to-
wards the signer.

Figure 9.3: Stills for example (9). Sign FLOWER-DISTR.

However, distributed share can be marked in RSL as well, and the marking is
again the same spatial strategy, but this time the noun is modified. Example
(8) shows that the sign ONE-DISTR is repeated in several locations thereby pro-
ducing the distributive interpretation ‘one each’. However, it is not correct to
say that RSL has a special morphological class of distributive numerals similar
to some spoken languages (Balusu 2006), as nouns can be forced distributive
interpretation through the same spatial strategy: see (9) and figure 9.3.

(8) MAN BUY BEER ONE g, [RSL]
‘Every man bought a beer’
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Figure 9.4: EVERY¢r,. The sign EVERY is repeated in several locations.

(9) FLOWERDISTR [RSL]
‘a flower each’

Finally, distributive quantification can also be expressed by a D-quantifier
EVERY (10), which accompanies the distributive key NP. Note that in this
example the quantifier is combined with distributive marking on the verb, but
this is not always the case.
top
(10)  EVERY BOY INDEX,, 1, GIVE-PRESENT, [RSL]
‘Every boy gave me a present.

Interestingly, the sign EVERY can also be realized in several spatial locations,
which we gloss as EVERY ;¢ (figure 9.4), but there seems to be no additional
meaning associated with this inflection.

The facts discussed above seem to show that distribution in general can be
expressed by spatial distribution in RSL. However, different constituents make
use of this spatial strategy. First, the verb can agree with distributed spatial
locations to express distributive key. Second, the nouns expressing distributive
share can be localized in the same manner. Finally, the distributive D-quantifier
EVERY itself can be localized as well. This means that spatial distribution in
RSL can be analysed as a general marker of distributivity (see also Quer 2012
for a similar claim for Catalan Sign Language).

Is distributive marking in RSL and other sign languages different from
distributive markers in spoken languages? In fact, several parallels can be found
between distributivity in RSL and distributivity in some spoken languages.
One parallel is that in some spoken languages reduplication of the numeral is
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used to express distributive share. For instance, in Hungarian reduplication of
the numeral két ‘two’ is used in this way (Szabolcsi 2010: 138).

11 A erekek két-két majmot lattak. Hungarian
gy J 8
the children two-two monkey.Aacc saw.3pL
“The children saw two monkeys each’

However, this parallel is superficial, because it is not the reduplication which
creates distributive reading in RSL and other sign languages, but the dis-
tributive localization. Simple reduplication without localization is used to
express verbal and nominal plurality in general, including both collective and
distributive readings.

Another problem with this parallel is that reduplication for distributive
readings seems to be used to mark distributed share only in spoken languages.
For instance, Balusu (2006) analyzed numeral reduplication in Telugu, and
showed that it is used to mark distributed share only. In this language, ac-
cording to Balusu, the distribution can be over spatial or temporal subevents,
not only over participants. In (12) both the subject and the object are marked
with numeral reduplication, so they are both distributed shares, while the
distributive key is either temporal or spatial. The sentence can mean that two
kids in each time interval saw four monkeys in each time interval, or two kids
in each time interval saw four monkeys in each location, but neither the set
of monkeys not the set of children has to be exhaustively used up (so there is
not reading like ‘two kids saw four monkeys each’).

(12) iddaru iddaru pilla-lu naalugu naalugu kootu-lu-ni cuuseeru[Telugu]
two two  kid-pL four four monkey-PL-ACC saw

‘Two kids saw four monkeys.

In RSL, in contrast, the same strategy is used for both the distributive key and
the distributed share. Distributive localization can attach either to the verb, or
to the noun phrase, thus marking the distributive key in the former case and
the distributed share in the latter.

It seems that English each provides a better parallel to the spatial strategy
of marking distributivity in RSL. Each can be used as the distributive key
marker (Each boy was happy), or it can attach to the distributed share (The
boys have eaten one apple each). The obvious difference between each and the
distributive markers in RSL is the morphological status. The question that
arises (for both each and RSL localization) is whether a unified analysis is
possible for both distributive key and distributed share markers.
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Zimmermann (2002) proposed an analysis for the binominal each as a
regular quantifier. Informally, he suggested that the binominal each is a quan-
tifier head that has an NP complement with a proform co-indexed with the
distributive key. Thus, both in each boy has eaten one apple and the boys have
eaten one apple each, each combines with the NP denoting boys. Intuitively
this analysis is not very attractive for the RSL distributive marker, because the
RSL marker combines both with verbs and with nouns, so it can hardly be a
head of a quantifier phrase.

Beghelli & Stowell (1997) and Szabolcsi (1997b), based on the analysis of
every and each in English, argue that distributivity is not expressed by these
D-quantifiers. Instead it is expressed by a syntactic functional head Dist, while
every and each are agreement markers, having the feature [dist], but not
marking distributivity per se. This type of analysis can be applied to RSL data:
the functional head Dist in RSL would then be not empty, but it would actually
contain the spatial distributive morpheme. This morpheme can then be fused
or agree with the verb, or with the distributed share NP, or even with the
quantifier EVERY. The exact details of such a syntactic analysis need to be
worked out, but it has an advantage of separating the distributivity from a
particular host.

To return to the questions discussed in Partee 1995, the distributive loc-
alization in RSL seems not to be a D-quantifier, or an A-quantifier, nor is it
specifically an argument-structure adjuster. It is a very general marker of
distributivity with broad applicability. This marker can better be analyzed in
the spirit of modern analyses of quantification where the quantification is
often not expressed by the (lexical) quantifiers themselves (Szabolcsi 2010).
This also means that the boundary between NP and non-NP quantification is
not always rigid.

9.3 Compositionality in RSL

Partee (1995) used ASL to illustrate how a language can use the topic-comment
structure to overtly express the tri-partite semantic structure of quantification.
In (13) (adapted from Partee 1995: 551), the restrictor STUDENT GROUP is top-
icalized and also non-manually marked; it is followed by the operator — the
quantifier Arr, and then comes the nuclear scope, which is separated from
the quantifier by a prosodic break. Partee suggested that this type of overt
marking is to be expected due to the functions of topic and focus. Quer (2012)
claimed that the same tendency of separating the quantifier from the NP and
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placing the restrictor NP into a left-preipheral position also existed in Catalan
Sign Language.
top

(13) STUDENT GROUP ALL, INDEX; LIKE [ASL]
‘I like all (of the) students’

At first sight, RSL often uses the same strategy. Consider example (14): the
restrictor NP Boy is topicalized and marked non-manually, and the quantifier
does not form a constituent with this NP. This is even more obvious in (15),
where the quantifier is not even adjacent to the NP. Note however, that in
both examples the quantifier is not separated from the nuclear scope by a
prosodic break. Quer (2012) also does not report any special prosodic marking
separating the quantifier in Catalan Sign Language. This fact itself should not
be considered surprising: since the sentences contain a lexical quantifier, any
overt syntactic marking of the quantifier seems redundant, because it is easily
identifiable.
top
(14) BOY ALL LATE [RSL]
‘All boys were late’

top

(15) BOY LATE ALL [RSL]
top

(16)  BOY LATE ALL [RSL]

(17)  ALL BOY LATE [RSL]

However, RSL data is more complicated. Sometimes the nuclear scope and
the restrictor are topicalized together (16), and sometimes the quantifier is
pre-nominal and no topicalization occurs (17); thus the tri-partite structure is
not always overtly marked. Of course, one could not expect that a language
would obligatorily mark the quantifier structure, as Partee (1995) also discussed
for ASL.

More importantly, it seems that the construction with a topicalized re-
strictor is semantically different from the construction with a pre-nominal
quantifier, and the latter seems to be basic. There are a number of facts that
can demonstrate it.

Firstly, partitives are expressed by the post-nominal placement of quantifi-
ers: in (18) the NP GIRL INDEX PLURALITY ‘the girls’ are topicalized.
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top
(18)  GIRL INDEX PLURALITY HALF BEAUTIFUL [RSL]
‘Half of the girls are beautiful.

In addition, some asymmetry between post- and pre-nominal quantifiers
emerges when we look at the number on the noun. Number is not marked
obligatorily on nouns in RSL, so the sign APPLE can be interpreted either as
‘apple’ or as ‘apples’. The exception is some body-anchored signs such as riB
which have to be marked with repetitions to express plural. Some quantifiers
can only combine with (semantically) plural nouns. One such quantifier is
SOME, so it cannot be combined with a singular form of the sign riB (19).
However, if the restrictor is topicalized, this constraint can be violated (20).

If the noun is marked with plural, it can only be interpreted as plural, so
some restrictions also apply. In particular, the numeral oNE cannot combine
with the plural noun cHILDRENS (21). Nevertheless, with the topicalization of
the restrictor this numeral can be used, yielding the partitive interpretation
(22). Finally, there are mass nouns in RSL, such as WATER. Such nouns can be
combined with numerals, but the topicalization is preferred (23)*.

(19) *SOME RiB [RSL]
top
(20)  RIB SOME [RSL]
‘some ribs’
(21) *ONE CHILDREN [RSL]
top
(22) CHILDREN ONE SICK [RSL]

‘One of the children is sick’

(23) WATER TWO [RSL]
‘two glasses/bottles of water’

The facts above suggest that the structure where the restrictor is topicalized
is not basic, but a more complex one derived from the structure with a pre-
nominal determiner. In particular, for the prenominal determiner the structure
in (24a) can be proposed, while for the topicalization construction the structure
in (24b). Examples like (18) would be explained by the fact that pre-nominal

We gloss this sign as CHILDREN because it is not morphologically related to the singular noun
CHILD.

Note that the noun is not marked non-manually in this example. In general, in some of my
data nouns that are in the sentence-initial position and followed by a quantifier are not marked
non-manually. Further research is needed to find out the exact conditions on the use of the
non-manual marking.
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quantifiers can only combine with NPs, not DPs. If a DP has to be quantified
over, a partitive construction (with a silent partitive marker) is employed, but
it is also accompanied with topicalization of the DP. Semantically the F head
would be responsible for shifting the type of the DP to a type that can be
compositionally combined with the quantifier.

(24) a QP b. CP

In a similar way, the numeral ONE can only combine with a singular NP, and
the quantifier soME only with a plural NP; however, they can also participate
in partitive constructions (‘one of the children’) followed by a topicalization
of the DP. Again, the functional head F would be responsible for shifting the
type of the NP to match the semantic requirements of the quantifier.

Similarly, in (23) the mass noun WATER cannot directly combine with a
numeral quantifier, but it can combine with it through a (pseudo-)partitive
construction as in ‘two [glasses of] water’. In this case an additional layer of
Measure Phrase is necessary, as in (25) (Stickney 2007). Another difference
would be that WATER is not a DP but an NP in this case, so Two cannot directly
combine with it not because of its syntactic category, but because numerals
only combines with count nouns.
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(25) Cp

Further evidence for this structure of topicalized restrictors comes from nu-
meral incorporation. In RSL, some signs can incorporate numerals (for more
detail see Kimmelman to appear). One of such signs means PIECE (in Russian
wmyka), and it is used as a numeral classifier> (TWO+PIECE, THREE+PIECE).
Interestingly, it can only be used in the construction with topicalization of the
restrictor as well. It is possible to account for that if one can claim that PIECE
is the Measure Phrase head in the structure in (25). When the quantifier Two
is combined with an MP [piece apple] headed by PIECE, the numeral and the
classifier fuse, while the DP obligatorily undergoes topicalization (28). Note
that we have independent evidence that the sign PIECE occurs in the same
position as measure nouns: as (29) shows, it is ungrammatical to use a measure
noun GLASS in combination with the sign TWo+PIECE.

top

(26)  APPLE TWO+PIECE [RSL]
‘two apples’
(27) *TWO+PIECE APPLE [RSL]

(28)  [APPLE; Jyp ... [Two+PIECE; [t [@of [ti]ne Jrp Ine Jop

It is indeed a numeral classifier and not a measure noun because it does not have a lexical meaning
like ‘glass’ or ‘bottle’, but instead just means ‘a unit of N’.
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(29) *FLOUR GLASS TWO+PIECE [RSL]

(30) “XFLOUR TWO GLASS [RSL]
‘two glasses of flour’

Further details of the syntactic analysis have to be worked out; for instance, it
should be explained why the DPs in the partitive and pseudo-partitive con-
structions undergo topicalization. However, it is clear that the topicalization
of the restrictor in RSL has a complex structure, and, more importantly for the
questions raised in Partee 1995, this position comes with a particular semantics,
which can be characterized as partitive. Thus the generalization can be that the
topic-comment structure in RSL is not used to overtly express the tri-partite
quantifier structure per se, but rather some special cases when the restrictor is
definite or otherwise semantically not directly compatible with the quantifier
(i.e. in the case of number mismatch).

9.4 Conclusions

Partee (1995) showed among other things the importance of using sign lan-
guage data (in that case, from ASL) within the typological approach to theor-
etical linguistics, in particular, to the study of quantification. In this paper I
used the data from a different sign language, RSL, in order to further discuss
Partee’s findings.

I have found that RSL also uses spatial distributive modification of verbal
signs to express distributive quantification over an argument of such a verb.
However, the same spatial modification can apply to nominal signs. In the
former case the distributive key is marked, while in the latter it is the distrib-
uted share that is marked. Thus this strategy is similar to the English each
which can mark both as well; however, the RSL distributive marker is inter-
esting as it can attach morphologically both to verbs and to nouns. The RSL
facts show thus that the boundary between D-quantifiers and A-quantifiers
may not be rigid. Furthermore, RSL data can be used as an argument in favor
of analyzing distributive quantification as a clause-level phenomenon sep-
arate from lexical D-quantifiers, which has been also suggested for spoken
languages (Szabolcsi 2010).

I have also discussed the question of overt expression of the tri-partite
semantic structure of quantification, which according to Partee (1995) can
manifest itself in the topic-comment structure. I found that RSL also uses the
topic-comment structure in quantificational contexts; however, this structure
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is marked syntactically and it is semantically different from the unmarked
pre-nominal use of quantifiers. I would therefore not classify RSL as a lan-
guage that overtly marks the tri-partite quantificational structure, at least
not in the simplest case. It would be interesting to know if ASL in fact has
similar syntactic and semantic arguments in favor of the derived status of the
topic-comment structure used in quantificational contexts.
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Genitive of cause and cause of genitive

Julia Kuznetsova and Ekaterina Rakhilina

10.1 Introduction

This paper builds on the interpretation of the Russian genitive offered in the
series of works by Barbara Partee and Vladimir Borschev (Partee & Borschev
1998, 20004, 2003) and applies this analysis to the genitive construction of
‘cause’ that had previously received little attention in the literature. This
construction can be exemplified by (1).!

(1)  — Nu, znadit, esli ogromnoe krovoizlijanie v mozg — priéina smerti, a pri¢ina

ogromnogo krovoizlijanija v mozg — udar po golove, znacit, tvoja babuska
umerla ot udara po golove!
‘Well, if the large hemorrhage stroke is the cause of death and the cause of the
large hemorrhage stroke is the blow to the head, this means that your grand-
mother died from the blow to the head!” [Tat’jana Solomatina. Bol’saja sobaka,
ili «Eklekti¢naja zivopisnaja vavilonskaja povest’ o zarytom» (2009)]

The meaning of the Russian genitive is the most varied among all Russian
cases. Janda & Clansy (2002: 111) call genitive “the most complex case in
Russian” because it is the most frequently used of Russian cases with vari-
ous submeanings, which sometimes seem almost to contradict each other
(cf. genitive of the Source iz $koly ‘from school-GEN’ and genitive of the
Goal do tramvaja ‘to the tram-GeN’), and it can be combined with over 100
prepositions.

This article is an output of a research project implemented as part of the Basic Research Program
at the National Research University Higher School of Economics (HSE).
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The project entitled “Integration of lexical and compositional semantics:
Genitives in English and Russian” (with Barbara Partee as the principal
investigator) was especially intended for studying the Russian genitive in
different constructions: subject genitive (Partee et al. 2012), object genit-
ive (Partee & Borschev forthcoming, Rakhilina 2008), genitive of the con-
tainer (Partee & Borschev 2012). Partee & Borschev (1998, 2000a, 2003)
offer a unified description for the constructions with common nouns, such
as koska Niny ‘Nina’s cat’, and relational nouns, such as like ucitel’ Niny
‘Nina’s teacher’. They develop an idea first offered by Vikner & Jensen
(1994) for genitive constructions in Danish and then explored in a later art-
icle by the same authors for English (Jensen & Vikner 2002). Jensen and
Vikner analyze all genitives as argument constructions. Genitive assigns
additional qualia structure (in terms of Pustejovsky 1993, 1995) and, as a
result, non-relational nouns, such as koska ‘cat’, can be interpreted as ar-
gument nouns, which allows them to be used in a genitive construction.
Partee & Borschev (2003) argue that this analysis cannot be applied to all
genitives in all languages; for example, they propose non-unified analysis
for English genitive constructions. However, uniform analysis is possible
for the Russian genitive and “Russian genitive NPs are always arguments”
(ibid.: 82).

This idea is pursued further in Rakhilina 2004, 2010, where it is proposed
that Russian genitive construction can be used only if the relationship between
two objects can be described as stable. The semantic component of stability,
for example, allows us to explain the restrictions on the genitive of nomina
agentis: *vor staruski ‘the thief of the old lady’ is ungrammatical, because
there is no stable relationship between the thief and the old lady — thieves
normally steal from different people. Similarly, the genitive of time can be
used only when there is a stable relationship between an object and a noun
that refers to a time period. For example, pesnja goda ‘the song of the year’
is possible because the song is related to this particular year, because it is a
song that has appeared and received an award during that year. By contrast,
*odezda oseni ‘fall clothing’ (literally, ‘clothing of the fall’) is not possible,
because there is no relationship between clothes and a particular fall season.
The lexically similar noun phrase, osennjaa odezda ‘fall clothing’, however,
describes clothes that could be worn during any fall season. The Russian
genitive of location follows the same restriction. The example, *ptica lesa
‘the bird of the forest’, is not grammatical, because there is no stable rela-
tionship between the bird and the forest that the bird inhabits. However, the
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example, pticy lesov ‘forest birds’ (literally, ‘birds of the forest’), is grammat-
ical, because birds that live in the forest have unique features that distinguish
them from tundra birds, desert birds, etc. Other genitive constructions, e.g.,
genitive of the part, genitive of the container, etc., also follow the same restric-
tion.

In this article, we investigate the Russian genitive of cause that has not
received special attention in the literature thus far, and argue that the genitive
of cause follows the patterns that have been established for the Russian gen-
itive case in general. We suggest that the genitive of cause can be used only
when a cause and its effect are strongly related, such that they form a stable,
argument-like relationship; otherwise, the genitive construction cannot be
used.

10.2  Semantics of the causal relationship

Let us first consider the semantics of the causal relationship. Event P can
be called the cause of event Q, if event P is responsible for event Q: P = Q.
In Russian, a causal relationship usually is marked with the conjunctions
potomu ‘because’ and potomu ¢to ‘because’, and the question word pocemu
‘why’.

(2)  Kak-to raz ona zaplakala, potomu éto ejo unizili v domoupravlenii.
‘Once she started crying, because she was humiliated at the house manager’s
office’ [Sergej Dovlatov. Nasi (1983)]

(3)  Na otcovskie den’gi mne bylo gluboko naplevat’, ja nikogda ne séital ix svoimi i
nikogda na nix ne rassc¢ityval — i vovse ne potomu, cto ja takoj bessrebrenik.
‘I did not care a damn about father’s money, I never had considered them mine,
and never counted on them — and not because I am so completely unmercenary’
[Vera Belousova. Vtoroj vystrel (2000)]

(4) Pocemu ty dumaes’, &to éto sdelali imenno oni?
‘Why do you think that it is them who did this?’ [Anatolij Rybakov. Bronzovaja

ptica (1955-1956)]

The conjunctions potomu and potomu ¢to are used in order to connect two
events: the causal event P and the effect Q. For example, in sentence (2), the
event P “the wife was humiliated at the house manager’s office” caused the
event Q, “the wife started crying.” The question word pocemu is used when
the speaker is interested in the cause of the event in question: he or she asks
what event P is responsible for the observed event Q.
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The logical relationship P = Q seems simple and can relate all types
of events. However, if we turn to nominal causal constructions, we see that
they have strong restrictions on the types of events that can be described via
nominal causative constructions. For example, nominal examples parallel to
(2) through (4) are ungrammatical: *pric¢ina placa ‘cause of weeping’, *pricina
bezrazli¢ija k den’gam ‘cause of indifference towards money’, *pri¢ina mysli
‘cause of the thought’. In this article, we investigate these restrictions and show
that the compatibility of the word pricina ‘cause’ follows the general rules for
genitive constructions in Russian and that only stable causal relationships can
be described via the construction pricina X-a ‘cause of Xgen’.

10.3 Nominal causal constructions: cause of genitive

What nouns can be used in nominal causal constructions? Boguslavskaja
(20013b,a) lists five nouns that can express causal meaning in Russian: pricina
‘cause’, povod ‘occasion’, predlog ‘pretense’, osnovanie ‘ground’, rezon ‘reason’.
Among these five nouns, the noun rezon ‘reason’ is infrequent; it has only
6 items per million (ipm) in the main part of the Russian National Corpus
(RNC),? compare this to the other causal nouns: pridina ‘cause’ — 240 ipm, po-
vod ‘occasion’ — 141 ipm, predlog ‘pretense’ — 20 ipm, osnovanie ‘ground’ — 151
ipm. In addition, this word is becoming obsolete, with examples diachronically
distributed as follows: 28 ipm in the 18 century, ¢ ipm in the 19 century, 4
ipm in the 20" century, and 5 ipm in the 21% century. Due to its infrequent
usage and soon-to-be obsolete status, the word rezon ‘reason’ is excluded from
the list of causal nouns investigated in this article.

Let us consider the constructions in which the four remaining causal nouns
are used. The main construction for the noun pricina ‘cause’ is genitive: pricina
smerti, avarii, provala ‘cause of death, accident, failure’. Each of the remaining
three nouns is associated with its own causal construction that involves a
preposition. The noun povod ‘excuse’ is used in construction with the prepos-
ition dlja ‘for’: povod dlja spora ‘occasion for dispute’, povod dlja bespokojstva
‘issue for concern’, and povod dlja pokupki ‘purchase occasion’. (Note here that
different submeanings of the Russian word povod correspond to the English
words occasion and issue, showing that the English semantic field of causal
nouns is more detailed than in Russian.) The noun predlog ‘pretext’ combines

The Russian National Corpus (RNC) can be found at www. ruscorpora.ru, the searches were per-
formed in April 2015 when the main part of the RNC contained around 230 million words and
around 86 thousand texts.
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with the construction pod predlogom X-a ‘under pretense of X’: pod predlogom
ustalosti, proverki, nezdorov’ja ‘under pretense of being tired, inspection, indis-
position’. The noun osnovanie ‘ground’ is frequently used in the construction
na osnovanii X-a ‘based on X’: na osnovanii zakona, analiza, dannyx ‘based on
the law, analysis, data’. It is also used in construction with the preposition dlja,
similar to the causal noun povod ‘occasion’: osnovanie dlja otkaza, razvoda,
optimizma ‘grounds for rejection, divorce, optimism’.

However, genitive construction is not available for the nouns povod ‘occa-
sion’, predlog ‘pretense’, and osnovanie ‘ground’: *povod bespokojstva ‘issue of
concern’, *predlog nezdorov’ja ‘pretense of indisposition’, *osnovanie razvoda
‘grounds of divorce’. Why is the genitive construction that is possible for pri¢ina
‘cause’ not possible for the other three causal nouns? In order to answer this
question, we employ Construction Grammar theory as a theoretical foundation.
(The current state of development of this theory is summarized in Hoffmann &
Trousdale 2013.) According to Construction Grammar, a construction is the ba-
sic unit of language, has specific semantics and poses semantically motivated
restrictions on its slots. Constructions that have a similar form produce a radial
network with a common semantic component; Goldberg (2006: 166-182) de-
scribes such a network for constructions with Subject-Auxiliary Inversion. We
propose that Russian genitive constructions also form a radial network with the
common semantic component of an argument-like stable relationship between
two objects. Only causal nouns that mark an argument-like stable relationship
between the cause and its effect can be used in a genitive construction.

What makes the other causal nouns different from the noun pricina ‘cause’?
Boguslavskaja (2003a: 282) points out that the noun povod ‘occasion’ indicates
an event that is juxtaposed with the effect in time; that is, it can be imagined
as a cause for the effect, but actually the effect is already present, and the
occasion serves only as an a posteriori justification for the effect; see (5).

(5)  Vseobratili vnimanie na to, kak ja derzu nosilki. Nado bylo najti povod dlja vesel’ja,
i povod byl najden. Okazalos’, ¢to ja derzu nosilki kak Otjavlennyj Lentjaj.
‘Everyone observes how I carry the stretcher. They needed a laugh-in and the
occasion was found. It turned out that I carry the stretcher as a Notorious
Sluggard. [Fazil’ Iskander. Nacalo (1969)]

Boguslavskaja (ibid: 281) also shows that when the speaker uses the word
predlog ‘pretense’, the speaker claims that event P is the cause of event Q,
which is not true. Predlog ‘pretense’ is used when the speaker is trying to
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conceal his true intentions; see (6).

(6)  Privsjakom udobnom slucae ja staralsja ujti so sluzby pod predlogom bolezni.
‘On every convenient occasion I tried to leave the office under pretense of illness.
[M. A. Bulgakov. Teatral’'nyj roman (1936-1937)]

Osnovanie ‘ground’ points to legal or scientific grounds on which someone
can perform an action. Thus, osnovanie ‘ground’ indicates an event P that is
necessary, but not sufficient, to cause event Q. Even though such grounds
allow a subject to perform an action, they do not cause the action; see (7) and

).

(7)  Jasno, éto nuzno najti pokazatel’, kotoryj na osnovanii analiza otkrytyx ili ocevid-

nyx dannyx pozvoljal by ocenivat’ xozjajstvennuju dejatel’nost’ ljubogo internet-
magazina.
‘It is clear that we need to find a measure that is based on open and trivial data,
would allow us to estimate the effectiveness of business activities of the Internet
store. [Vasilij Auzan, Daniil Afrin. Kak ocenit’ uspesnost’ internet-magazina
(2001) // «Ekspert-Internet», 2001.03.12]

(8)  Naxodki, izobretenija praktikujuscix psixologov poka ¢to ne priznajutsja v kadestve
osnovanij dlja prisuzdenija ucjonyx stepenej.
‘Discoveries, inventions of the therapy practitioners are not admitted as grounds
for a degree certificate’ [E. A. Klimov. Psixologija v XXI veke // «Voprosy psixo-
logii», 2003]

Thus, we see that only pri¢ina ‘cause’ indicates a true causal relationship
between two events. The other three causal nouns describe relationships that
are similar, for example, an occasion that could be seen as a cause, a pretense
that could be used as a cause, and grounds that allow a situation. Thus, pricina
‘cause’ is the only noun that implies a stable relationship between cause and
effect, and this is the reason why only pridina ‘cause’ can be used in a genitive
construction that requires an argument-like stable relationship between two
objects. In the next section, we explore what provides such a stable relationship
between two situations.

10.4 Collostructional profiling: genitive of cause
In order to deduce the restrictions that a genitive casual construction poses on

its elements, we employ collostructional profiling, developed in Kuznetsova
2013. Collostructional profiling characterizes a construction via a list of the
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most frequent fillers of the constructional slot. Table 10.1 below provides a
list of the most frequent fillers of the genitive slot in the construction pricina
X-a ‘cause of Xgen’. The data in this table are culled from the database of
bigrams (sequences of two words) in the RNC, where the first word of the
bigram is pricina ‘cause’ and the second word is a noun in the genitive case.
The second column shows the number of documents that contain such a
bigram. The first row of the table indicates that the bigrams pri¢ina smerti
‘cause of death’, pri¢ina vozniknovenija ‘cause of origin’, pric¢ina gibeli ‘cause
of accidental death’, pri¢ina bolezni ‘cause of illness’, pric¢ina pojavlenija ‘cause
of appearance’, and pricina otkaza ‘cause of rejection’ appear in the corpus in
more than 100 documents each.

fillers of the genitive slot number of documents

smert’ ‘death’, vozniknovenije ‘origin’, gibel’ ‘accidental > 100
death’, bolezn’ ‘illness’, pojavlenie ‘appearance’, otkaz
‘rejection’

avarija ‘accident’, neudaca ‘misfortune’, katastrofa ‘cata- 50 — 99
strophe’, otsutstvie ‘absense’

vzryv ‘explosion’, proval ‘failure’, zabolevanie ‘sickness’, 20 — 49
obrazovanie ‘formation’, uxod ‘leaving’, uspex ‘success’,
nedostatok ‘shortage’, rost ‘increase’, arest ‘arrest’, zader-

Zka ‘delay’, vojna ‘war’, poZar ‘fire’, krizis ‘crisis’, ubijstvo

‘murder’, samoubijstvo ‘suicide’, padenie ‘fall’, porazenie

‘defeat’, tragedija ‘tragedy’

Table 10.1: Most frequent fillers of the genitive slot in the construction pri¢ina
X-a ‘cause of Xgen’

Fillers that are frequent in the construction pri¢ina X-a ‘cause of Xgen’ can
be classified according to three parameters: evaluation, control, and aspectual
class. In terms of evaluation, fillers that appear frequently in the construction
pri¢ina X-a ‘cause of Xgen’ can be divided into several subclasses. The first sub-
class contains words that describe negative situations, such as smert’ ‘death’,
gibel’ ‘accidental death’, bolezn’ ‘illness’, otkaz ‘rejection’, vzryv ‘explosion’,
proval “failure’. The second subclass contains nouns that are neutral and indic-
ate different phases of the situation; these nouns refer either to the beginning
of the process (vozniknovenije ‘origin’, pojavlenie ‘appearance’, obrazovanie
‘formation’) or its development (rost ‘increase’). These neutral nouns most
frequently combine with the nouns of the first group: pri¢iny vozniknoven-
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ija pozarov ‘causes of fire origin’, pri¢iny pojavlenija virusov ‘causes of virus
emergence’, pri¢iny obrazovanija zadopZennostej ‘causes of debt creation’, and
priciny rosta ubytkov ‘causes of increase in damages’; see (9) and (10).

(9)  Imenno vozgoranie tekstil'nyx materialov zacastuju javljaetsja pri¢inoj vozniknove-
nija pozarov.
‘Combustion of textile material is frequently the cause of fire break-out. [E. Ko-
lomejceva, A. Moryganov. Novye eékologiceski bezopasnye zamedliteli gorenija i
ix primenenie dlja tekstil’nyx materialov iz celljuloznyx, poliéfirnyx i smesannyx
volokon // «Tekstil’», 2003]

(10)  Kakovy osnovnye priéiny rosta deficita?
‘What are the main causes of the deficit increase?’ [Egor Gajdar. Gibel’ imperii
(2006)]

The word uspex ‘success’ is unique, because it is the only positive situation
that appears among the frequent fillers of the construction priciny X-a ‘cause
of X’; see (11).

(11)  Glavnuju priéinu uspexa — Celoveceskij faktor — obsuzdat’ nedego: talanty
neob’jasnimy.
‘It does not make sense to discuss the main cause of the success - the human
factor - it would be impossible to explain the talent’ [Gennadij Gorelik. Andrej
Saxarov. Nauka i svoboda (2004)]

It is well known that negatively evaluated situations are discussed more fre-
quently than positively evaluated situations. For example, according to the tag
evaluation, the RNC contains 318 positively evaluated adjectives as opposed
to 560 negatively evaluated adjectives. So, Russian has almost twice as many
negatively evaluated adjectives as positively evaluated adjectives. However, in
the case of the genitive causal construction we are dealing with a prohibition
rather than a tendency: cf. pricina nescast’ja ‘cause of disaster’ as opposed to
” pri¢ina s¢ast’ja ‘cause of happiness’, and pri¢ina neudaci ‘cause of misfor-
tune’ as opposed to 7 pri¢ina udaéi ‘cause of fortune’. Thus, whereas fortune
is seen as spontaneous, misfortune is viewed as being caused by someone or
something.

Stubbs (1995) reports a similar distribution for the English word cause in
the Lancaster-Oslo/Bergen (LOB) Corpus.3 Collocations of cause are presented
in (12). Stubbs summarizes his findings as follows: Among the words that

The LOB Corpus contains 500 samples of 2,000 words each from written genres, e.g., newspapers,
reports, academic articles, and novels.
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co-occur with cause, 8o percent have negative connotations, 18 percent are
neutral, and only 2 percent are positive. Therefore, similar to speakers of
Russian, English speakers are interested in the causes of disasters.

(12)  abandonment, accident, alarm, anger, annoyance, antagonism, anxiety, apathy,
apprehension, breakage, burning, catastrophe, chaos, clash, commotion, complaint,
concern, confusion, consternation, corrosion, crisis, crowding, damage, danger,
death, deficiency, delay, despondency, destruction, deterioration, difficulty, disaster,
disease, disorganization, disruption, disturbance, disunity, doubt, errors, frustration,
habituation (to a drug), harm, hostility, hurt, inconvenience, interference, injury,
interruption, mistake, nuisance, pain, pandemonium, quarrel, rejection, ruckus,
rupture, sorrows, split, suffering, suspicion, trouble, uneasiness, upset, wholesale
slaughter

All of the situations that frequently appear in the genitive slot of the cause
construction are either non-controllable or are controlled by a person who
is not the focus of empathy. Non-controllable situations can be exemplified
by smert’ ‘death’, gibel” ‘accidental death’, otkaz ‘rejection’, vzryv ‘explosion’,
proval “failure’, vozniknovenije ‘origin’, and uspex ‘success’. In addition to these
examples, the collostructional profile of the cause construction also contains
situations that are controlled by an agent. However, all such situations are
characterized by a non-standard pragmatic structure; that is, these nouns
describe situations where the patient is the focus of empathy, whereas the
agent is not. These situations can be exemplified by the nouns uxod ‘leaving’,
arrest ‘arrest’, ubijstvo ‘murder’. When arrest, murder, or leaving are discussed,
usually the person who is arrested, murdered, or staying is the focus of em-
pathy, not the person who is making the arrest, committing the murder, or
exiting; cf. (13).
(13)  No v éem priéina aresta Ismailovoj? Razve dejstvie, soverSennoe eju, javljaetsja

osobo opasnym?

‘What is the cause of Ismailova’s arrest? Were her actions especially dangerous?’

[Anatolij Kuéerena. Bal bezzakonija (2000)]

Thus, the person who is the focus of empathy cannot control the situation
that appears in the genitive slot of the construction pri¢iny X-a ‘cause of X’.
These situations are either uncontrollable or controlled by someone else.
Not all aspectual classes are present among the nouns that frequently
appear in the construction pricina X-a ‘cause of X’. Although the aspectual
classification of verbs in general and Russian verbs in particular has long
been discussed in the literature (Vendler 1967, Dowty 1979, Maslov 1948, Buly-
gina 1982, Paducheva 1996), aspectual classes of Russian nouns have received
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less attention. In this study, we build on the aspectual classifications of Rus-
sian nouns developed in Tatevosov & Pazelskaya 2003, Pazelskaya 2006, and
Paducheva & Lyashevskaya 2011.

Fillers of the genitive slot of the causal construction belong to two aspectual
classes: punctual events and states. Punctual events can be exemplified by
nouns such as smert’ ‘death’, gibel’ ‘accidental death’, otkaz ‘rejection’, vzryv
‘explosion’, and proval ‘failure’. States can be exemplified by nouns such as
bolezn’ ‘illness’, zabolevanie ‘sickness’, and krizis ‘crisis’. For punctual events,
the construction pri¢ina X-a ‘cause of X’ points to the immediate cause of the
event. For states, the causal construction points to the cause of the beginning
of the state. For example, the cause of an illness is the event that entails the
beginning of the illness, and the cause of a crisis is the event that brought about
the beginning of the crisis. Thus, we can conclude that pri¢ina X-a ‘cause of X’
always combines with the punctual event: either the event that is punctual
itself, or the initial point of the state. Such a shift indicates a starting-point
metonymy (i.e., the name of the whole state is used to indicate the beginning
of the state), as opposed to an endpoint metonymy that is frequently discussed
in the literature (cf. Panther, Thornburg & Barcelona 2009, among many
others). The fact that the causal genitive construction attracts a starting-point
metonymy coincides well with the fact that pri¢ina X-a ‘cause of X’ frequently
combines with nouns that point to the beginning of an event (vozniknovenije
‘origin’, pojavlenie ‘appearance’, obrazovanie ‘formation’). In such cases, pri¢ina
‘cause’ also combines with the punctual event. Although the cause of a punctual
event and the cause of the initial point of a state are puzzling and therefore
intriguing, the cause of an activity (a controlled and fully expected situation)
is usually clear. As a result, nouns that denote activities do not appear in the
genitive causal construction: e.g., ”’ pri¢ina xod by ‘cause of walking’, ” pri¢ina
risovanija ‘cause of painting’, and *’ priina poleta ‘cause of flying’. Here comes
another of these horrendous line fillers. We’ll see if they make things any
better as far as line spacing is concerned. What we need here is a couple of
lines of text that would take care of the extra spacing between the foregoing
paragraphs.

Thus, we see that speakers of Russian tend to use the genitive construction
of cause to discuss causes of negative events. These events are not controlled
by a person who is the focus of empathy; they are either non-controllable or
they are controlled by someone else. Pri¢ina ‘cause’ mainly combines with
punctual events. That is, when the filler of the genitive slot refers to a state,
pridina ‘cause’ points to the beginning of such state. We can conclude that
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native speakers of Russian use the genitive construction pri¢ina X-a ‘cause of
X’ in order to discuss sudden unexpected disasters, especially when the causes
of such disasters are unclear.

10.5 Conclusions

This article explores the Russian genitive causal construction pricina X-a
‘cause of X’. We show that this construction belongs to the larger network of
genitive constructions in Russian. All these constructions share an important
semantic component, as pointed out by Partee and Borscheyv, i.e., that two
objects in a genitive construction have an argument-like (“stable”, according to
Rakhilina 2004) relationship. Among the near synonyms that describe causal
relationships between two situations, only prifina ‘cause’ points to a causal
relationship between two events. The other three nouns (predlog ‘pretense’,
povod ‘occasion’, and osnovanie ‘ground’) denote situations that are juxtaposed
in time, but are not the true cause of the discussed situation. Thus, only the
word pridina ‘cause’ indicates that two situations form a stable relationship,
and only the word pri¢ina ‘cause’ uses the genitive construction. We analyzed
the list of frequent fillers of the genitive slot of the causal construction and
have shown that this slot usually is filled by punctual events that describe
unexpected and uncontrollable disasters. The causal genitive construction is
used in order to express interest in the causes of such disasters. Thus, human
interest provides the stable relationship that allows the word pricina ‘cause’
to be used in genitive constructions.
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On how compositionality relates to
syntactic prototypes and
grammaticalization

Yury Lander

To Barbara,
to whom I owe the knowledge of the beauty of compositionality

11.1  Introduction’

The principle of compositionality, according to which the semantics of a
complex expression can be regarded as a function of the meanings of its parts
and syntactic relations between them, is central for many semantic theories,
including formal semantics (see, e.g., Partee 1996 for brief discussion). Yet it
has been severely attacked during the last decades, especially by proponents
of constructional approaches, who argued that speakers actively use idiomatic,
and therefore non-compositional patterns (see discussion in Kay & Michaelis
2012).

Still, it is obvious that in order to show non-compositionality, construction
grammarians often deal with peripheral constructions and/or uses. This is

1 This work was supported by a grant from the Russian Foundation for Humanities (RGNF, No.
14-04-00580). Some of the ideas proposed here were earlier presented at a workshop on possessives
organized as a part of the Uralic Typology Days (Tallinn, 2009) and at the conference “The typology
of morphosyntactic parameters” (Moscow, 2012). I am grateful to the audience of these conferences
for discussion and to Ivan Kapitonov and Natalia Tyshkevich for their useful comments on an
earlier draft of the paper. All errors are mine.
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often accepted by the proponents of constructional approaches themselves.
For example, Lakoff (1987: 463) insists that “the category of clause structures
in a language is radially structured, with a central subcategory and many
noncentral subcategories” and states that there are central principles which
are only necessary for central subcategories. Among these principles Lakoff
(1987: 495) mentions the one according to which “parts of a semantic structure
correspond to parts of the corresponding syntactic structure”, an obvious
counterpart of the compositionality principle. Since central principles are not
given a universal status, compositionality may not work for more peripheral
clause structures.

In what follows, I will complement this picture with diachronic specula-
tions. In particular, I will try to make the intuition that compositionality is most
expected in “central contexts” (syntactic prototypes) more fine-grained by
linking the discussion to diachronic processes and illustrate this by adnominal
possessives.

The core part of the paper consists of discussion of syntactic prototypes
and grammaticalization (sections 11.2 and 11.3) and the relations between
compositionality and grammaticalization (section 11.4 and 11.5). The last section
contains conclusions.

11.2 The necessity of syntactic prototypes

I assume here that syntactic patterns may be associated with syntactic proto-
types (which I understand as certain contexts, or conditions of use).
Prototype-based approaches, which state that categories are not homo-
geneous and consist of prototypes and deviations from prototypes, are widely
used in lexical semantics and morphology (see van der Auwera & Gast 2010 for
a survey and Kamp & Partee 1995 for an attempt of a formal treatment), but are
somewhat less popular in syntax.> Nonetheless there exist a number of studies
that analyze syntactic patterns in this vein. Probably the most well-known
early attempt of this kind is Hopper & Thompson’s (1980) paper on semantic
transitivity, where they established the prototype of transitive clauses and
described the change in marking transitive clauses in terms of deviations
from this prototype. The issue of the syntactic prototypicality was specifically
addressed by Ross (1987), Lakoff (1987), Winters (1990) and Taylor (1995, 1998),

An exception is the discussion of syntactic categories and parts-of-speech. See, for example, Croft
1991 for an example of a (partly) prototype-based approach and Newmeyer 2000 for criticism of
treatments of this kind.
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among many others, see also Aarts 2007 for some discussion. To be sure, these
works differ in many respects. Some approaches using the concept of syntactic
prototype are typologically-oriented and consider such prototypes universal,
while others rely on prototypical effects within a single language. Here I will
consider a prototype which pretends to be universal, namely the syntactic
prototype of adnominal possessive constructions.?

For adnominal possessives, the need in a prototype-based approach is
obvious. Consider examples (1a) and (2a) from Udi, a Northeast Caucasian
language originally spoken in Azerbaijan, and its Russian (1b), (2b) and English
(1¢), (2¢) equivalents.*

(1) a  andik-i k:oz
Andik-GEN house

b. dom Andik-a
house Andik-GEN:sG

c.  Andik’s house
(2) a.  qonsi-n rajon
neighbor-Gen district

b.  sosed-n-ij rajon
neigbor-apj-Nom:sG district

c.  aneighbor(ing) district

The Udi example (1a) has more chances to be considered a possessive than (2a).
The meaning of (2a) is expressed by patterns which are usually not considered
possessive in Russian (which uses a construction with a derived adjective) and
English (which uses a compound construction or a participle construction).
But in Udi the two meanings are expressed by the same pattern. How can
we deal with it? One can think of (1a) as being closer to the prototype of
adnominal possessives than (2a) (in fact, the same can be said of the Russian
and English pairs, even though they employ different constructions). The
farther the context is from the syntactic prototype, the more probable is it that
a language uses a non-possessive construction for it.

Most prototype-based approaches to possessives proposed a prototype not
for the construction but for the possessive relation (i.e. the relation expressed

I should emphasize that I do not consider the prototype discussed below applicable to predicative
possession, even though for the sake of simplicity I will use the term ‘possessive prototype’.

Abbreviations used in glosses:Acc accusative, ADJ adjectivizer, AOR aorist, DAT dative, DEF definite,
GEN genitive, NOM nominative, OBJ object, POss possessive, PTCP participle function, sG singular.
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by the construction); cf. Taylor 1989, 1996, Rosenbach 2002 inter alia. However,
here I will follow another approach, which presumes that the prototypical
context of use of the adnominal possessive includes two components described
below (cf. also Lander 2008).

The first component is that the prototypical adnominal possessive is an
unmarked construction reflecting the relations between individuals.> This idea
relies on the work by Partee (1997), Barker (1995) and others, who argued that
the possessive relation is normally not provided by the construction but is
taken either from the lexical semantics of its participants or from the context.
If the possessive relation is specified, e.g., by means of adjectives like favorite
(but see Partee & Borschev 2000b for a different perspective) or dedicated
possessive classifiers (Lichtenberk 1983, Aikhenvald 2000), the construction
deviates from the prototype; cf. (3), again from Udi, where the relation is
specified by the verb ak:-i used in a participial function (Lander 2011).

(3) bez ak-i k:oz
L:GEN see-AoR(PTCP) house
‘the house where I was seen’

Since individuals are normally associated with nouns, possessives are fre-
quently employed where there is some (unmarked) relation between nouns.
However, such constructions need not reflect relations between individuals;
cf. non-prototypical constructions like that idiot of a doctor (see, e.g., Matush-
ansky 2002). Finally, the concept of individual itself shows prototype-based
effects. For instance, events are less prototypical individuals than humans, etc.
Therefore the use of possessives with verbal nouns and gerunds like Peter’s
going out is non-prototypical.

The second component is the reference-point (or anchoring) function of
possessives: prototypically they are used in order to establish the reference of
the possessum via some relation of it to the possessor, its “anchor” (Keenan
1974, Langacker 1993, 1995, Taylor 1996). If anchoring is successful, we ex-
pect the possessum to be definite (or at least specific), cf. Haspelmath 1999.
Consequently, indefinite possessa appear in less prototypical contexts. The pro-
totypical possessor in this picture has a somewhat technical role. This makes
the constructions which specifically emphasize the relevance of the possessor

We can also take markedness as a gradual concept, as, for example, in Croft 2002. Then, the
prototypical adnominal possessive is the most unmarked if compared with other candidates
according to variety of criteria such as frequency, paradigmatic complexity, etc. The issue is tricky,
however, and I leave it beyond this paper.
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(being often diachronically related to the external possession constructions)
less prototypical (Lander 2004). Most importantly, however, the possessor
should be as topical as it can be, since topical possessors are better anchors
due to their high accessibility. In particular, the prototypical possessor should
occupy the highest position in the topicality hierarchies (4).

(4)  NP-type: Pronouns > Proper nouns > Common NPs
Person: 1st and 2nd person > 3rd person
Animacy: Human > Non-human animate > Inanimate
Referentiality: Definite > Specific indefinite > Non-specific
Individuation: Singular > Plural > Mass > Non-individuated

In this perspective, (2a) is less prototypical than (1a): it is not clear whether it
refers to a relation between individuals, the possessor is low in most of the
hierarchies (4) and the matrix NP is indefinite.

Winters (1990) listed a number of properties of syntactic prototypes. Im-
portantly for us, this list included transparency, which presumably can be
related to compositionality. Another relevant property of syntactic prototypes
mentioned by Winters is high frequency. This property will become important
in the next section.

11.3 Grammaticalization and syntactic prototypes

Like many other linguistic concepts, the concept of grammaticalization be-
came vaguer as it became more popular. For a long time, understanding of
grammaticalization was based on a definition by Kurylowicz (1965: 69): “Gram-
maticalization consists in the increase of the range of a morpheme advancing
from a lexical to a grammatical or from less grammatical to a more grammat-
ical status”. Later it was noticed that grammaticalization usually operates not
with morphemes but with constructions (see, for example, Lehmann 2002).
Now, if constructions are associated with prototypes, we may hypothesize
that the latter affect grammaticalization.

Indeed, there are links between grammaticalization and syntactic pro-
totypes. First, new constructions come from non-prototypical contexts (cf.
Company Company 2002). This is due to the fact that the use of a construction
in a prototypical context is most frequent and hence the most stable. Second,
prototypes are more likely to be separated from other contexts by grammatical
means than non-prototypical contexts are.

Two scenarios can be proposed therefore:
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(i) either the prototypical context is separated first, a new construction
appears in a non-prototypical context and only then attacks contexts
that are closer to the prototype (prototype-marked scenario),

(ii) or a new construction intrudes into a non-prototypical context even if
the prototypical context is not separated (prototype-unmarked scenario).

Both scenarios are observed with adnominal possessives. Sometimes we
find that the most prototypical possessives employ a highly grammaticalized
construction, and there is another construction which is less grammaticalized
and is used in less prototypical contexts. An example is presented by the con-
trast between the “Saxon genitive” ’s and the “Norman genitive” of in English
(pronominal possessors are disregarded). The construction with ’s is clearly
more archaic, and although the principles that govern the choice between the
two constructions are debatable (see, for example, Deane 1987, Rosenbach 2002,
Stefanowitsch 2003, Lander 2004), it is clear that the more grammaticalized
“Saxon genitive” construction prefers contexts which are more prototypical
for adnominal possessives and the new “Norman genitive” construction easily
allows contexts that are less close to the possessive prototype. For example,
unlike the “Norman genitive” construction, the “Saxon genitive” construction
tends to be definite, allows context-dependent interpretation, and is preferred
with more topical possessors.

However, in some languages, the most prototypical possessives are similar
in some respects to other unmarked attributive constructions (e.g., adjectival
modification) but a distinguished possessive is used in non-prototypical con-
texts. For example, in Vietnamese both adjectival and possessive modification
often remain unmarked. Nonetheless, there is a dedicated possessive marker,
whose use with the most prototypical pronominal possessors is restricted,
though (Glebova 1982). This can be explained by a prototype-unmarked scen-
ario, according to which the construction involving overt marking appeared
in non-prototypical contexts while the prototypical context had not got any
marking distinguishing it from other attributive patterns.®

Syntactic prototypes affect grammaticalization in yet another respect. An
already grammaticalized construction used in prototypical contexts sometimes

Alternatively, it may be that the use of the possessive marker in Vietnamese extended from the most
prototypical context but remained formally optional in all contexts. Then, the restrictions observed
with pronominal possessors can be explained by other factors that lead to the unmarkedness; cf.
Lander 201o0.
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expands to new contexts and even forces out patterns that are less grammat-
icalized. This expansion should be distinguished from grammaticalization
directed towards the prototype. Hence below I will distinguish between two
views on grammaticalization:

« Forward grammaticalization of a construction is its development towards
a syntactic prototype;

« Backward grammaticalization of a construction is its development from
a syntactic prototype.

We will see later that a single process can be treated as forward grammat-
icalization and backward grammaticalization at the same time, depending on
the relevant syntactic prototype.

11.4 Backward grammaticalization and
compositionality

Backward grammaticalization extends a pattern to new contexts that are
farther from a syntactic prototype due to the pressure of regularity and fre-
quency of morphosyntactic patterns associated with the contexts that are
closer to the prototype. Hence backward grammaticalization may result in
violating compositionality because of putting the grammatical rules before
the semantic transparency.

For adnominal possessives, backward grammaticalization is observed es-
pecially in marking definiteness. As said above, the syntactic prototype of
adnominal possessives presupposes definiteness of the possessum. Backward
grammaticalization can lead to a situation where a semantically indefinite
possessive is nonetheless treated as definite by grammar.

For example, Tucker & Bryan (1966: 368) reported that in Komo (Nilo-
Sakharan) possessives involve marking of the possessum with a demonstrative
which usually expresses the distance near the speaker (see also Otero 2014).
Cf. the following examples (as they are given by Tucker and Bryan):

(5) a  gubiba ‘this house, these houses’ (Tucker & Bryan 1966: 362)
b.  gubi ba kuna’ ‘house of Kuna’ (Tucker & Bryan 1966: 362)

The translations provided for various possessives by Tucker & Bryan (1966)
and Otero (2014) do not evidence that such possessives are necessarily definite.
However, if the demonstrative is obligatory in Komo possessives (and if it
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is taken as a marker of definiteness), then they are always “grammatically
definite” irrespective of their semantic definiteness. This can be counted as
violation of compositionality.

More obvious examples of this kind are found in Hungarian. Here there are
two basic possessive constructions. In both the possessor is cross-referenced
on the possessum (sometimes with null suffixes) but the possessor nominal
can be either marked with the dative case or remain unmarked. The dative
construction as described in detail by Szabolcsi (1994) is less grammaticalized
(it allows more syntactic freedom of the possessor) and covers both the pro-
totypical possessive context (although its use is unlikely with pronominal
possessors) and many non-prototypical contexts. Curiously, as (6—7) show,
the indefinite possessive with the dative behaves as if it were definite, in
particular it triggers the definite conjugation marking in the verb, which nor-
mally appears with definite objects. Such constructions are non-compositional,
presumably because of their non-prototypical nature.

(6) Csak egy didknak két dolgozatat talalt-a / *talalt
only one student-DAT two papers-acc found-3sG:0B).DEF / *found
jutalomra mélténak a  zsiri
of.prize  worthy the jury
“The jury found only one student’s two papers worthy of a prize.’ (Kiss 2002: 173)

(7) Chomsky-nak nem olvast-ad vers-é-t
Chomsky-DAT not read.PST-25G.OBJ.DEF poem-POSS-ACC
“You haven’t read any poem of Chomsky’s.’ (Szabolcsi 1994: 226)

Chisarik & Payne (2001) showed a similar phenomenon for the construction
with the unmarked possessor. Here the non-obligatory correlation between
pronominal possessors and definiteness appeared to be presented as if it were
obligatory, as indicated by the fact that the definite article became obligatory
even with indefinite possessives.

(8) az-én egyik lany-om
the-I one daughter-poss.1sG
‘a daughter of mine’

However, Chisarik and Payne argued that the definite article in this con-
struction had been reanalyzed as a marker of possessor. If this is the case,
compositionality was recovered, since there is no need to postulate a “false”
marker of definiteness in patterns like (8). Similarly, the “demonstrative” ba in

153



On how compositionality relates to syntactic prototypes and grammaticalization

Komo possessives can be described as a possessive marker and not a demon-
strative anymore. This means that a language may “repair” the violation of
compositionality resulted from backward grammaticalization.

11.5 Forward grammaticalization and compositionality

Forward grammaticalization also normally involves a stage when a given item
(a word, a morpheme or a construction) starts to be used in contexts which do
not correspond to its original semantics and hence violates compositionality.
However, the subsequent development of a construction can be regarded as
rehabilitation of compositionality.

Heine (1997: 144) observes that adnominal possessives usually arise from
one of the following five “conceptual schemas” listed below: (i) Location
schema Y at X', (ii) Source schema ‘Y from X’, (iii) Goal schema ‘Y for/to
X, (iv) Companion schema ‘X with Y’, (v) Topic schema ‘(As for) X, X’s Y’.
Leaving aside the last schema for a moment, grammaticalization of adnominal
possessives could be represented in the following way. At some time, a pattern
which was earlier intended to express one of the schemas (i)-(iv), is used
non-compositionally for the expression of some other relation. The subsequent
increase in regularity of the construction should correlate with the expansion
of a construction from contexts farther from the possessive prototype to more
prototypical contexts. While the construction is grammaticalized this way,
it gets more chances to become compositional, i.e. to be interpreted not as a
location/source/goal/companion construction used in a special way but as a
possessive construction. Then, a new construction may be compositional even
if its use is restricted to non-prototypical contexts. The main factor that goes
against this is that a construction may have not lost the relations to its previous
use and is still felt as its non-compositional extension (see Section 11.4).

This poses an interesting problem. The extension of a construction to new
contexts may be regarded as backward grammaticalization but its development
towards another prototype can be thought of as forward grammaticalization.
As announced earlier, this means that the notions of forward grammatic-
alization and backward grammaticalization should not be considered two
different kinds of grammaticalization, since they always exist in relation to
some syntactic prototype.

Curiously, the Topic schema proposed by Heine does not fit the picture,
since its development into a possessive construction does not start from non-
prototypical contexts. I hypothesize that its appearance as a possessive is
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usually related to the separation of the prototypical possessive context from
other contexts and reflects not much semantic evolution but the reanalysis of
a syntactic structure.

11.6 Conclusion

I conclude that it is most reliable to look for compositionality in the contexts
corresponding to syntactic prototypes. In non-prototypical contexts we can
find constructions resulted from backward grammaticalization either in respect
to its former prototype or in respect to its present prototype. Semanticists
should thus not be afraid of finding non-compositionality in some contexts,
because it can be diachronically motivated. In fact, the picture described
above also explains the intuition I began this paper with: non-compositional
constructions are peripheral.

This is not to say that compositionality cannot be found in non-prototypical
contexts. Here one can remember, for example, various studies of the Russian
genitive of negation construction, a pattern where a subject-like argument
or an object-like argument is marked with genitive rather than with nomin-
ative or accusative. This construction is likely to deviate from basic clausal
syntactic prototypes, yet as shown by Partee et al. (2011), it may follow the
compositionality principle.

An important conclusion of this paper is that languages aspire to be com-
positional, both in forward grammaticalization and at the last stages of back-
ward grammaticalization, even though their aspiration cannot be realized
because of permanent changes.
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Factivity and unreal contexts: the Russian
case

Alexander Letuchiy

The article is focused on marking factive complement clauses in Russian (in particular,
in constructions with emotional verbs) in unreal contexts. Contexts like these are
especially problematic, since non-reality and factivity by nature constitute a logically
strange combination. Factivity is associated with real contexts, and the degree of reality
is equal for the matrix factive predicate and the complement event. However, as I will
show, the two values are combinable. Importantly, the two ways of marking differ
semantically, one of them being a default one, and the other one having de dicto special
interpretation in most cases. This de dicto reading is facilitated by a sort of ‘agreement’
taking place between several components of the utterance: the participant NPs tend to
have a non-specific reading, while the complement clause tends to be marked with
subjunctive and has a maximally possible degree of non-reality.

12.1  Introduction

12.1.1  The notion of factivity

The notion of factivity and factive verbs has a long history in formal semantics
and other semantic and grammatical studies (see P. Kiparsky & C. Kiparsky
1970, Karttunen 1971, Beaver & Geurts 2014)."* It has been noted that the use

I don’t consider here the distinction of strong vs. weak factive verbs, elaborated since Hooper
1975.

The article was prepared within the framework of the Academic Fund Program at the National
Research University Higher School of Economics (HSE) in 2015- 2016 (grant Ne 15-01-0150) and
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of some verbs, such as znat’ ‘know’, requires that their complement is true:
(1)  Peter knows that his mother is ill.
(2)  Peter doesn’t know that his mother is ill.

The dependent clause must represent a situation which takes place in reality.
If Peter’s mother isn’t ill, than (1) and (2) are not true or false —they don’t
make sense. The complement of factive verbs has an important feature of
presuppositions — the sentential negation does not influence it. (2) is a negation
of (1), but the presupposition is still there: it is true that Peter’s mother is ill.

In contrast, verbs like believe or claim are non-factive. Constructions like
Peter believes that his mother is ill gives no clue if Peter’s opinion is true or
false — the sentence reflect nothing but his opinion. Cf. examples from Russian,
where verbs of mental states like dumat’ ‘think’ or somnevat’sja ‘doubt’ do
not require that their complement is true:

(3) Ja dumaj-u, ty neprav-@.
INoMm think-PRS.1SG you.NOM wrong-M.sG
‘I think that you are wrong’

In (3), the dependent clause can come to be either true or false in reality.

A number of theoretical accounts have been proposed for the presuppos-
ition semantics and similar matters. For instance, van der Sandt (1989, 1992)
proposed that presupposition is a type of anaphora. Simons et al. (2010) claim
that a number of meaning components, other than a presupposition, behave in
the same way (are projected, in authors’ terms). Here belong, for instance, non-
restrictive relative clauses and comment constructions, such as Peter Martin, a
teacher of linguistics, knows the problem very well.

12.1.2 Factive verbs in non-real contexts

In this article, I will consider one problem related to factivity: namely, the
behavior of factive verbs in ‘non-real contexts’. The question is how factive
verbs behave in contexts which imply non-reality of the whole situation,
including the main and the embedded event.

One of the contexts like this is the context of condition. Consider the
following situation: Peter wants to visit Jasmin and discusses with his friend,

supported within the framework of a subsidy granted to the HSE by the Government of the
Russian Federation for the implementation of the Global Competitiveness Program.
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Lars, how Jasmin will react. Lars is sure that Jasmin will be glad to see Peter.
In this case, he must say (see also Arutyunova 1976):3

(4) Jasmin obradu-et, esli ty pried-es.
Jasmin.sG.Acc rejoice-FUT.35G if you.sG.NOM come-FUT.25G
‘It will rejoice Jasmin if you come’

Lars can hardly choose to say (5), with the default complementizer ¢to ‘that’,
which normally marks complements of factive verbs in real contexts (such as
‘Tknow that you are here’ or ‘He was upset that I was not here’).4

(5) #Jasmin obradu-et, ito ty priexa-1-@.
Jasmin.sG.AcC rejoice-FUT.3SG that you.SG.NOM come-PST-SG.M
‘It will rejoice Jasmin that you came’

The same is true if the matrix verb is in the subjunctive form. The variant with
¢to is not fully acceptable if it is not presupposed in the real word that the
hearer came. In contrast, esli is possible:

(6) #Jasmin by obradova-l-o, tto ty priexa-1-@.
Jasmin.sG.ACC IRR rejoice-PST-SG.NEUT that you.SG.NOM come-PST-SG.M
‘It would rejoice Jasmin that you came.

(7)  Jasmin by obradova-l-o, esli by ty priexa-1-@.
Jasmin.sG.Acc IRR rejoice-PST-SG.NEUT if IRR you.SG.NOM come-PST-SG.M
‘It would rejoice Jasmin if you came.

Weinreich (1963), Paducheva (1985, 2005), Giannakidou (2002) and others call
this class of contexts suspended assertion contexts or non-veridical contexts. In
non-real contexts of this sort (condition, imperative, subjunctive and so on)
some factive predicates can become non-factive, because the presupposition
is not valid for contexts like this. For instance, the predicate pomnit’ ‘remem-
ber’ can be used as non-factive: saying ‘T don’t remember him writing this

Let’s say a few words on verb form choice in Russian argument clauses. In clauses with ¢to, the
tense form is typically interpreted relatively to the time of the main event: for instance, the
present tense is used to mark simultaneity of the event in the embedded clause to the event in the
matrix clause. In argument clauses with esli, there are two options, the same as in conditional
esli-clauses: (i) the subjunctive mood marked with the particle by + I-form (‘past tense form’) of
the verb (ii) an indicative mood form, which is normally interpreted absolutely (mostly based on
the speech act time).

Along with ¢to, there is a variant to, ¢to (a combination of the complementizer with the correlative
to). The distribution of these variants is beyond the scope of my paper (see Knyazev 2012, Letuchiy
2012 for different accounts of this opposition).

158



A. Letuchiy

letter’ can mean ‘I don’t remember it, because he didn’t do it at all’. Thus, the
presupposition ‘the letter was written’ is suspended (not valid) here.

However, the same is impossible for emotional verbs like obradovat’ ‘re-
joice’ in in examples like (5) and (6). Due to their semantics, emotional verbs like
‘be glad’ can only be used, if the stimulus situation takes place in reality. Other-
wise we will not use the lexeme like English glad or Russian radovat’sja — we
will simply say that a person is in a good humor. It is not possible either to say
that the stimulus is a projected, in terms of Simons et al. (2010), not being a
presupposition. If the speaker says, as in (5), that Jasmin would be glad, his/her
utterance can only have a truth value if in a world where Jasmin is glad, it
is presupposed that the addressee has come. Here and below I will use only
emotional verbs which normally require a stimulus to be presupposed, at least
in some possible world.

Thus, though it may seem that (5) and (6) are awkward in the ‘non-real’
use due to the fact that it is a non-factive context, this is not the case in reality.
Note that the construction with a deverbal noun is possible both in a real
contexts of the type (8) and a non-real context, such as (9):

(8)  Jasmin obradova-1-p  tvoj-@ priezd-@.
Jasmin.sG.Acc rejoce-PST-M.SG your-M.SG.NOM coming-SG.NOM
“Your arrival rejoiced Jasmin was glad because of your coming

(9)  Jasmin obradova-1-9 by tvoj-@ priezd-@.
Jasmin.sG.AcC rejoice-PST-M.SG IRR YyOUr-M.SG.NOM COMing-sG.NOM

‘Jasmin would be glad because of the fact that you (would) come

In (8), the speaker knows that the hearer came, thus, a canonical real context
is represented here. In (9), the hearer has not yet come (and perhaps won’t
come at all), but the speaker knows that if the hearer came, the Jasmin would
be glad because of it. Thus, in the non-real context, a deverbal noun can also
be used. In contrast, in situations where the matrix verb denotes a situation
which has already occured, but the presupposition does not hold, the deverbal
noun is ungrammatical, just as the sentential argument:

(10) #Jasmin ne zna-et o priezd-e Petr-a.
Jasmin.sG.NOM NEG know-PRs.35G about coming-sG.LoCc Peter-sG.GEN
Ved’ Petr-@ ne priexa-l-@.

PRT Peter-sG.NOM NEG come-PST-SG.M
‘Jasmin does not know about Peter’s coming, in fact, Peter did not come.
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(11) #Jasmin ne zna-et, ¢to  Petr-@. priexa-1-@. Ved’
Jasmin.sG.NOM NEG know-PRs.3sG that Peter-sG.NOM come-PST-SG.M PRT
Petr-@ ne priexa-l-@.
Peter-sG.NOM NEG cOme-PST-SG.M
‘Jasmin does not know that Peter came. In fact, Peter did not come.

Note that examples (5) through (7) are not non-factive: it is impossible to say
something like ‘Jasmin would not be glad because of your coming, though /
even if you didn’t come’. If the stimulus situation does not occur, the whole
sentence cannot be assigned a truth value — thus, the stimulus is presupposed
in a possible world where Jasmin is glad. We discuss Jasmin’s emotional
reaction in a world where the stimulus event took place, yet we must mark it
explicitly that the stimulus event will not necessary come true (if not, there is
no sense to discuss Jasmin’s reaction).

Thus, it is impossible that contexts like (5-7) are non-factive. The embedded
event is simply non-real. The presupposition is valid only in one of possible
worlds which will not necessarily come to be true.

Let us interpret (5) in the following way: ‘In the possible world where you
will come, Jasmin will be glad because you came’. In this way, we see that the
predicate rad ‘glad’ does not cease to be factive: the emotion ‘be glad’ can only
emerge if the stimulus event took place. Note that in the world where you
came, the component ‘you come / came’ holds even if the matrix predicate is
negated, as in (12), which also points to its presupposition status:

(12)  Jasmin ne bud-et rad-a, esli ty pried-e3.
Jasmin.sc.NoM NEG be-FuT.3sG glad-F.sG if you.NOM.SG come-FUT.2SG
Jasmin won’t be glad if you come.

In (12), as in (6), we discuss the possible world where it is presupposed that
the addressee will come. In this case, the negation does not influence the fact
that the embedded event is true.

In other words, rad is factive in (12), and a non-standard marking of the
sentential argument is due to the fact that ¢to-arguments with factive verbs
can only restrictedly appear in the real context.

12.2 Esli as argument and adjunct marker

Let me now say a few words concerning the conditional and the ‘argument’
use of esli ‘if’.
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In its main (the most frequent and prominent) use, esli marks the ante-
cedent of conditional clauses. It is used in all types of conditional clauses: real
(13), unreal (14) and counterfactual (15):

(13) Esli ty pried-es, my pogovor-im.
if you.sG.NOM come-FUT.2sG we.NOM talk-FUT.1PL
‘If you come, we will talk’

(14) Esli by sejéas vypa-l-@ sneg-@ my by pos-l-i
if IRR now fall-PST-sG.M sSnow-sG.NOM We.NOM IRR gO-PST-PL
kata-t’-sja na lyz-ax.
ride-INF-REFL on ski-PL.LOC

‘If it snowed now, we would go skiing’

(15) Esli by ty viera ne opozda-l-@, mog-@ by
if IRR you.sG.NOM yesterday NEG be.late-PST-SG.M can.PST-sG.M IRR
pozdravi-t’ Petj-u.
congratulate-INF Petja-sG.Acc
‘If you had not been late, you would have been able to congratulate Petja.

The conditional clause marked by esli is a canonical case of adjunct clause: it
can usually be omitted and does not contribute to the valency of the matrix
verb.

The construction with esli, analyzed in this paper, can be termed ‘argu-
ment’ esli-construction, since it fills a valency slot of the matrix predicate.
Constructions of this type with generalized conditional markers are found in
many European languages, such as German, English and so on (see Fabricius-
Hansen 1980, Schwabe 2013 for details). Here I do not consider the question of
syntactic relation between argument and non-argument uses.

The construction under analysis could in principle be claimed to be a
subtype of conditional adjunct clauses. Semantically, esli in adjunct clauses,
such as (13-15) is very close to its argument uses in (4) and (7). In both cases,
esli introduces a possible world component into the meaning of the utterance.

However, some properties of argument esli-clauses make it close to adjunct
conditional clauses.

« Argument esli is not interchangeable with other conditional markers,

while adjunct esli is. For instance, v slucae esli ‘in the case if’ is possible
in (16):
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(16) V slucae esli ty pried-es, tebja arestuj-ut.
in case-sG.LoC if you.sG.NOM come-FUT.2SG yOU.SG.ACC arrest-FUT.3PL

‘In the case if you come, you will be arrested’

The same is not true for argument uses. Only esli, but not v slucae esli,
can be used in contexts like (17).

(17) *Jasmin obradu-et, v sluda-e esli ty
Jasmin.sG.Acc rejoice-FUT.3sG in case-sG.Loc if  you.sG.NOM
pried-es.
come-FUT.2SG

Intended: ‘Jasmin will be glad if you come

In other words, only esli has a use we are talking about, i.e. the argument
use. The other conditional marker is only used in an standard adjunct
conditional clause, but not in argument constructions like (17).

« Argument esli is impossible if the predicate lacks a valency slot for a
sentential argument.

(18)  Esli my vyigra-em et-o povys-it nag-i
if we.NOM win-FUT.1PL this-NOM.SG.NEUT increase-FUT.35G oOur-PL.ACC
Sans-y.
chance-pr.Acc

‘If we win, it will make our chances higher’

(19) *Nas-i $ans-y povys-it esli my vyigra-em.
our-PL.ACC chance-PL.ACC increase-FUT.3sG if we.NOM win-FUT.1PL

Intended: ‘If we win, it will make our chances higher’

The verb povysit’ cannot have a reason argument expressed by an em-
bedded clause. This is why, while (18) with an adjunct clause is perfect,
(19) with an argument clause is ungrammatical. Thus, the use of esli we
deal with here must fill a valency slot of the matrix verb, and its com-
binational potential is restricted to a subset of predicates and contexts,
which is more typical of argument than of adjunct clauses.

« For argument esli-clauses, the position after the matrix clause is oblig-
atory, while conditional proper clauses can be situated before, after or
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inside the main clause. For instance, in (20), the embedded clause can
be posed after the main one. The same is impossible for (21), where the
argument esli (see Pekelis 2008, Serdobolskaya 2011 showing that in
Russian, as well as typologically, the linear position is more rigid for
sentential arguments than for sentential adjuncts):

(20)  Esli ty pried-es, my pogovor-im.
if  you.sG.NOM come-FUT.2SG we.NOM talk-FUT.1PL
‘If you come, we will talk.

(21) *Esli ty pried-es, Jasmin ne ponrav-it-sja.
if  you.sG.NOM come-FUT.2SG Jasmin.SG.DAT NEG like-FUT.35G-REFL
Intended: ‘If you come, Jasmin will not like it’

Note that in what follows , I consider the use of esli both in the IO position of
intransitive Experiencer-subject verbs, such as obradovat’sja ‘be glad’ and in
the subject position of transitive Stimulus-subject verbs, such as obradovat’
‘rejoice’. In reality, the syntactic status of esli-clauses can be different. For
instance, with Experiencer-subject verbs esli-clauses can sometimes occupy
the initial position, thus not entirely corresponding to the criteria of ‘argument’
esli (see property 3 in the list above). However, this difference is not really
relevant for me, because I primarily address the relations existing between
esli- and ¢to-constructions.

12.3 The use of ¢to in unreal contexts

In this section, which is central for my paper, I will consider the cases where
the default argument clause marker ¢to can be used in unreal contexts, thus
violating the general rule, formulated for examples like (5) and (6). I will show
that some semantic features of the sentence (de dicto reading of some elements,
non-specificity of participants) facilitate the use of cto.

12.3.1  Non-specific participant context

The first case where the use of ¢to in unreal contexts are not prohibited is
constituted by constructions with a non-specific experiencer. Consider the
following pair:
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(22)  Vs-ex bes-it, #¢to / esli on-i ne priznan-y.
all-prL.acc drive.crazy-Prs.3sG that / if they-NoM NEG recognized-pL
Intended: ‘Tt drives everyone crazy if he is not recognized (i.e. by the society).

(23) Kaid-ogo  bes-it, ?¢to / esli on ne priznan-@.
each-sG.acc drive.crazy-prs.3sG that / if he.NOM NEG recognized-sG.Mm
‘It drives anyone crazy if he is not recognized (i.e. by the society).

In (22), the use of ¢to seems to be fully prohibited in the non-specific meaning ‘It
drives anyone (of not known class of people) crazy if they are not recognized’,
because the pronoun vse ‘everyone’ typically refers to a specific set of persons.
The variant with ¢to in this example can only be possible if the situation in
the embedded clause is real: we are speaking of a specific class of people of
who we know that they are not recognized (e.g., ‘In our group of students,
nobody is recognized. It drives everyone of us crazy’). In (23), ¢to can be used
(though maybe a bit worse than esli) due to the fact that kazdyj ‘anyone’ can
refer to a non-specific set of persons. (23) can even be understood as a logical
law, though at some particular time there can be no individual, for whom the
formulation is valid.

It is also important that ¢to is as felicitous as esli in contexts including
experiencer-oriented components. For instance, in (24) the diminutive form
mamocka ‘mummy’ is apparently oriented to the experiencer (the child who
calls his mother in such a way). Another experiencer-oriented component is
opjat’ again: only the child, and not the speaker can interpret the occurrence of
the situation as repeated. This is why ¢to is well compatible with the context:

(24)  Ljub-ogo rebenk-a ogorca-et, &to  mamock-a opjat’
any-M.sG.AcC child-sG.acc upset-PRs.35G that mummy-sG.NOM again
serd-it-sja.
be.angry-pRs.35G-REFL
‘It upsets any child that his mummy is angry again.’

Therefore, it should be claimed that the use of ¢to in unreal contexts creates or
facilitates a de dicto reading. For instance, the use of ty ‘you’ in (24) is much
less probable than mamocka ‘mummy’. This results from the fact that mamocka
is interpreted de dicto (‘experiencer’s mummy’), while ty is interpreted de re
(‘the addressee of the speaker’).
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12.3.2 The ‘role’ context

Importantly, there is a context which is compatible with ¢to even under an
unreal operator, which I call the ‘role context’. I mean the context where the
speaker takes on a mask of another person, proposes the addressee to do it
or imagines any other (most typically, non specific) person to be in the same
situation. For instance, utterances like And you, would you be happy if you son
fell ill one day before the trip belong to the role type.

I distinguish two subtypes of the role context: in the first one, the role-taker
is specific (usually it is the addressee, as in the example above, or the speaker),
in the second one, (s)he is non-specific (cf. Who would reject a plan like this?!,
meaning ‘Nobody would reject a plan like this’).

12.3.2.1 The addressee / speaker subtype

Let us first consider the subtype where the role-taker is specific. For instance,
(25), with ¢to, and (26), with esli, are both felicitous in the context where the
addressee is supposed to take over someone’s role:

(25)  [Petja is worried by the fact that his son is last in the class].
Aty by ne pereziva-l-@, ¢éto tvoj-@ syn-@
and you.SsG.NOM IRR NEG WOITY-PST-SG.M that your-M.SG.NOM son-sG.NOM
postojanno poluéa-et  dvojk-i?
constantly get-Prs.3sG F-mark-pL.Acc
‘Wouldn’t you worry about the fact that your son constantly gets F-marks?’

(26) A ty by ne rasstroi-l-@-sja, esli by tvoj-@
and you.SG.NOM IRR NEG be.upset-PST-SG.M-REFL if IRR your-M.SG.NOM
syn-@ postojanno poluca-1-@  dvojk-i?
son-sG.NoM constantly get-psT-sG.m F-mark-pr.Acc
‘Wouldn’t you be upset if your son were constantly getting F-marks?’

The context is unreal, because the speaker does not claim that the addressee
really has a son who really gets F-marks. (S)he only asks if the addressee would
be upset by his/her son’s marks in a possible world where his/her son gets
F-marks. However, the marker ¢to can be used here, as in (25).

The same is true for ‘role’-constructions where the speaker poses himself
to the place of the subject:

165



Factivity and unreal contexts: the Russian case

(27)  Mne by ne ponravi-l-o-s’ &to v mo-ix vesé-ax
ILpAT IRR NEG like-PST-SG.NEUT-REFL that in my-pr.LOC thing-PL.LOC
ry-1-@-sja postoronn-ij  &elovek-@.
rummage-PST-SG.M-REFL alien-M.SG.NOM person-sG.NOM
‘I a stranger rummaged in my things, [ wouldn’t like it’

There is an important property of role contexts which is responsible for their
ability to choose ¢to instead of esli. Consider (28), where the ¢to-clause contains
a possessive phrase:

(28)  Tebe by ponravi-l-o-s’ ¢to  tvoj-a devusk-a
you.SG.DAT IRR like-PST-SG.NEUT-REFL that your-r.sG.NoM girl-sG.NOM
kur-it?

smoke-PRS.35G
‘Would you like it if your girlfriend smoked?’

Possessive phrases normally have a presupposition that the possessor has
a possessee, marked in the sentence. For instance, the NP ‘your girlfriend’
presupposes that the addressee has a girlfriend. However, in constructions
like (28), this requirement is not valid. Moreover, the default reading of (28) is
that even if the addressee does really have a girlfriend, the speaker does not
mean any specific girlfriend.

In esli-clauses, the situation is different. A construction, analogous to (28),
but with esli, can denote either the specific girlfriend or a non-specific one.

i. The addressee really has a girlfriend. The speaker asks him whether he
liked it if his girlfriend smoked.

ii. The speaker asks the addressee if he liked (hypothetically) that a girl-
friend he would have smokes.

The following tendency, which may seem counterintuitive, seems to regu-
late the use of ¢to and esli in the role context: the less specific the possessee
is, the more probable is the use of ¢to. It is a bit unexpected, given that in
examples like (5) and (6) it is esli, and not ¢to, which is possible in unreal
context.

Note that the use of ¢to is also probable if the experiencer is non-specific
(see on kto-constructions below) and if the situation has a very low reality
degree. The real explanation of a strange combination of ¢to with non-specific
participants is that ¢to in examples like (25) and (27-28) is intended to introduce
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an unreal situation, which is non-characteristic of this complementizer. This is
why the referential status of NPs in the embedded clause should be non-specific,
since the non-specific status is better compatible with unreal situations.

The use of an NP referring to a specific object facilitates the de re reading
and the ‘real’ interpretation of the utterance, which the speaker in (25-28) did
not mean. If the NP refers to a non-specific object, this facilitates the de dicto
reading (see Kallfelz 2007, Ciesluk 2010 for similar analysis of the relation
between the de re / de dicto interpretation and the use of pronouns).

It is well-known that the specificity feature is correlated with the narrow vs.
wide scope distinction (see Lyons 1999: 168-169, among others). For instance,
Lyons points out that existential quantifiers can be interpreted as specific (in
this case they have wide scope) or non-specific (with narrow scope).

(29) John didn’t meet a stranger.

a.  Specific interpretation, wide scope:
Jx(stranger(x)A—met(John, x))(‘John didn’t meet some specific stranger’)

b.  Non-specific interpretation, narrow scope:
—=3x(stranger(x) A met(John, x))(‘John didn’t meet any stranger’)

It seems that the narrow scope facilitates the de dicto reading, which, in turn,
makes the use of ¢to in unreal contexts possible. In (30), the narrow scope
reading of (29) is represented, where the girlfriend is non-specific.

(29")  the non-specific reading of (29):5
ouEsT(like(you,p) A p = I!x(girlfriend(you, x) A smoke(x)))

The hypothetical wide scope reading is given in (30), yet this interpretation is
much more natural for the unreal complementizer esli than for ¢to: here the
girlfriend the speaker means is specific:

29”)  the specific reading of (29):°
P g
A!x(girlfriend(you, x)) A QuEsT(like(you, p) A p = smoke(x))

12.3.2.2 The non-specific subtype: kto-constructions

Along with the role context where the actual situation is hypothetically applied
to the hearer or the speaker, there is another variant of the role construction

I use the QUEST abbreviation to mark the utterance as a question.
The same opposition between the specific and non-specific readings of the possessee is relevant
for kto-contexts (see the next section). Details are omitted there due to the lack of space.
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with the interrogative pronoun kto ‘who’ and the negative polarity item nikto
‘nobody’. The speaker estimates the existing situation and claims that nobody
will react to it in a particular way.

(30) Da i k-omu by ponravi-l-o-s’ ¢to  ljubim-yj
PRT and who-DAT IRR like-PST-SG.NEUT-REFL that beloved-m.sc.NoM
ispolnja-et  kapriz-@ neznakom-oj devusk-i?
fulfil-pRs.3sG caprice-sG.Acc unacquainted-F.SG.GEN girl-SG.GEN
‘Who would like that the person they love obey all commands (lit. caprices)
given by a girl they do not know?’ (i.e., ‘nobody would like it’).

Notably, the percent of speakers which judge the use of ¢to in modal contexts
like (30) in kto-constructions is much greater than for the hearer- or speaker-
subtype, illustrated by (25) and (27)-(28). Constructions like (25) and (27)-(28)
of the speaker/addressee subtype are accepted by 40% native speakers with
future in the main clause and 74% with subjunctive forms in the main clause,
while for kto-constructions the proportion is 81% for the future and 86% for
the subjunctive.

This difference calls for an explanation. It may seem more natural if
kto-constructions tended to be only compatible with esli: the subject of the
mental act is non-specific, thus, the mental act itself is even ‘less specific’ than
in the cases when the speaker or the hearer must imagine themselves in the
same situation (cf. (28)). Note, however, that the tendency lying beyond the
distribution of clause types with kto is the same as the one holding for the
possessee in role contexts: the less specific a participant is, the more probable
is the use of ¢to.

The situation is not as paradoxical as it may seem. With kto and nikto,
the pronoun itself shows that the situation is unreal. This is what makes the
use of ¢to possible: no parasitic ‘real’ reading is possible. In contrast, if the
speaker or the hearer is posed as a hypothetical participant of the situation,
the construction with ¢éto can well be interpreted as ‘Will you be surprised that
your son smokes?’ (‘the speaker knows that the hearer’s son really smokes’).
Recall that non-specific elements tend to have narrow scope, which, in turn,
facilitates their de dicto interpretation.

12.3.3 Future vs. irrealis paradox

The heterogeneity of the class of unreal contexts becomes evident if we com-
pare the uses of complementizers with future tense and with subjunctive mood.
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Future tense has been long claimed to be a mixed category, combining
tense and modal components (see Fleischman 1982, Bybee, Perkins & Pagliuca
1994, Plungian 2011 on the intermediate place of future between tense and
modality). If a person says: ‘I will go to London tomorrow’, he cannot claim it
with the same degree of certainty as he does when describing a past event (‘I
went to London yesterday’).

At the same time, if we compare the use of the Russian future with the
subjunctive mood form, which includes a past tense form with the suffix -I
and the particle by, we will find out that the degree of reality is much greater
for future forms. Future can express objective claims about events which
will necessary take place (e.g., Zavira budet prazdnik “Tomorrow will be a
holiday’). In contrast, the uses of subjunctive, such as condition, volition,
necessity and so on, have to do with hypothetical, unreal or counterfactual
semantics.

It may seem that unreal and counterfactual TAM forms constitute a more
natural context for the use of unreal complementizers like esli, than real ones.
However, rather unexpectedly, both esli and ¢to are found with conditional
forms in the main clause. In contrast, if the main verb has a future form, esli
is much more probable in the embedded clause and is judged as much more
acceptable by native speakers.

The survey shows that only 39% of the native speakers consulted (18 out
of 46) regard the sentence with future marking of the matrix verb (31) as
acceptable. In contrast, example (32) with the subjunctive form in the matrix
clause are accepted by 33 out of 46 native speakers (72%):

(31) A tebe ponrav-it-sja, éto  tvo-ego syn-a v
and you.DAT like-FUT.35G-REFL that your-M.sG.AcC son-sG.Acc in
skol-e bj-ut?

school-sG.Loc beat-Prs.3PL
‘Will you like it if your son was beaten at school (constantly)?’

(32) A tebe by ponravi-l-o-s’, &to  tvo-ego syn-a
and you.DAT IRR like-PST-SG.NEUT-REFL that your-mM.sG.ACC son-sG.Acc
v skol-e bj-ut?
in school-sG.Loc beat-PRS.35G
‘Would you like it if your son was beaten at school (consistently)?’

The variants with esli do not differ from each other in the speakers’ rate of
acceptability (93% for the variant with the subjunctive form and 85% for the
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one with the future form).

Note that the distinction between the future and the subjunctive is basic-
ally of the same type as the one observed between specific vs. non-specific
participants (recall that with specific participants, the use of ¢to is less prob-
able). The subjunctive explicitly marks that the situation is non-real — thus,
the irreality does not obligatorily have to be marked by the complementizer
choice. The future is not restricted by non-specific unreal situations, thus, esli
is used to mark that the situation is unreal.

In other words, in the mood domain, the same paradox is observed, as in
the domain of specificity (see above): the less specific / real is the situation (in
the former case, we dealt with the specificity / real existence of participants),
the more probable is the use of ¢to. This paradox is accounted for, provided that
non-specific components have a narrow scope and facilitate de dicto readings.
The use of ¢to is possible if the embedded situation is interpreted de dicto, from
the point of view of the experiencer in a possible world.

12.3.4 Aspectual class of the complement situation

As T have shown, the TAM marking of the matrix verb is relevant for the choice
of complementizer. In turn, the features of the stimulus situation, namely,
the aspectual class, also influence this choice. With repeated and habitual
situations, ¢to is more felicitous than with states and dynamic situations
taking place. For instance, (34) with a repeated situation, is better than (33),
where the situation occurred once (33% of positive judgements for (33), and
47% for (34)):

(33) A ty by ne rasserdi-l1-@-sja, &to  tvoj-@
and you.SsG.NOM IRR NEG get.angry-PST-SG.M-REFL that your-m.sG.NOM
syn-@ prise-1-@ domoj pjan-yj?
SONn-sG.NOM come-PST-sG.M home drunk-m.sG.Nom
‘Wouldn’t you be angry if your son came home drunk?’

(39) A ty by ne serdi-l-@-sja, ¢to  tvoj-@
and you.sG.NOM IRR NEG be.angry-psT-sG.M-REFL that your-m.sG.NOM
syn-@ prixod-it domoj pjan-yj?
Son-sG.NOM come-PRS.35G home drunk-M.sG.NOM
‘Wouldn’t you be angry if your son used to come home drunk?’
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Again, the distinction observed here matches the referentiality and modal-
ity distinctions pointed at above. The less specific is the situation (repeated
situations are less specific than punctual and stative ones), the more probable
is the use of ¢to. It seems that the specificity of the situation makes the real
interpretation of a construction with ¢to more probable.

12.3.5 ‘Specificity agreement’

As shown above, the use of ¢to in unreal contexts is subject to several re-
strictions (though neither of them are to be interpreted as strict grammatical
rules):

- non-specific experiencer;

- non-specific possessee, if there is any (the existence of the possessee is
not presupposed);

 mainly unreal (subjunctive) marking of the matrix verb;

« mainly iterative or habitual aspectual meaning.

These tendencies seem to be paradoxical when applied to ¢to. The comple-
mentizer is specified for factive real contexts with verbs like radovat’ ‘rejoice’.
So why are its uses in unreal contexts specified for the “most unreal” and the
“least specific” readings? Let us repeat the possible answer here.

In reality, there is no paradox in all cases listed above. If the maximal
set of non-real diagnostic contexts feature in the sentence, no ambi-
guity seems to occur: the ‘real’ semantics of ¢to does not conflict with
the non-reality of the embedded situation, since the situation is inter-
preted ‘de dicto’: the emotional attitude of the experiencer is real in
a possible world, where the embedded situation (with its participants)
takes place at all.

For instance, if both the experiencer and the possessee are non-specific (as,
for instance, in ‘Who would like it if his/her son were beaten’), it is evident
that the situation is non-real. If no specific participants are listed, no specific
real situation can be meant by the speaker. This facilitates the possible world
reading of the ¢to-construction. No element is real, nothing disagrees with the
possible world contexts.

If there is a specific component of the situation (for instance, the exper-
iencer is definite and specific, or the situation takes place only once), the
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presuppositions do not agree with each other. One can, of course, imagine a
reading like “‘Would you like it if your (non-existing) son were beaten’. How-
ever, the fact that one of the participants (the experiencer ‘you’) is real and
specific, facilitates a real reading. This is partially due to the fact that specific
components of the utterance often have wide scope, and the unreal reading is
easier if all elements have narrow scope.

Thus, the opposition between real vs. unreal contexts is relevant for the
sentential argument marking. Normally, ¢to is used if the complement of the
factive verb denotes a real situation, and otherwise esli should be chosen.
However, ¢to is sometimes used in unreal contexts if the embedded event is
interpreted de dicto, inside the possible world where this event is supposed to
take place.

The difference between ¢to vs. esli seems to reflect a perspective difference:
esli marks irreality and its interpretation is based on the irreality of the
whole situation. It is not obligatory for the use of esli that the participants
of the embedded situation are non-specific — only this situation is unreal. Cto
marks the situation as real, because the situation is interpreted from the point
of view of the experiencer, who is herself inside the possible world. This
is why the participants of the embedded situation have to be interpreted de
dicto and, most typically, to be specific.

Contrary to argument clauses, deverbal nouns normally do not show
sensitivity to the real vs. unreal opposition, as can be seen in (8) and (9). In
the following section I will demonstrate that the same difference between
sentential arguments with complementizers vs. deverbal nouns manifests
itself in another type of contexts, called ‘radical negation’: these contexts are
compatible with deverbal nouns and incompatible with sentential arguments.

12.4 Radical negation

Kustova (1996), Paducheva (2005) discuss so-called radical negation. This type
of negation is specific in that not only the assertion, but also the presupposition
is denied. For instance, in (35), the usual negation shows up:

(35) On-® menja sovsem ne  rasstroi-l1-® t-em, &to
he-nom lLacc atall NEG upset-PST-sG.M that-SG.INS.NEUT that
opozda-1-@.
be.late-PsT-sG.M
‘He didn’t upset me at all by his being late’
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The assertive component of semantics of the verb rasstroit’ ‘upset’ is denied
here: the speaker is not upset. The presupposition is left intact, as it is usually
the case with presuppositions: example (35) is only interpretable and has a
true value, if it is true that the person spoken about was late.

The radical negation is exemplified by example (36). Not only the assertion
(‘the teacher is upset’) is negated here, but the same is true for the presupposi-
tion: Petja will not be late at all:

(36)  Petj-a bol’se ne  bud-et obiza-t’ ucitel-ej
Petja-sG.NOM more NEG AUX-FUT.3sG offend-INF teacher-pr.acc
svo-imi opozdanij-ami.
own-PL.INS being late-PL.INS
‘Petja will never more offend the teachers by his being late’

Paducheva (2005) shows that the (im)possibility of the radical negation de-
pends on many factors including the verb itself, the TAM form and the context
in the wide sense.

Importantly, the description of the radical negation given by Paduch-
eva and Kustova is mainly built on examples with deverbal nouns, such as
opozdanie ‘being late’ in (36). Crucially, the situation with sentential arguments
introduced by complementizers is rather different.

The negative construction with factive verbs combined with the factive
complementizer Cto is normally unable to have a radical interpretation. If
it were available, we would expect (37) with the given interpretation to be
possible:

(37) #Petj-a bol’se ne  bud-et obiza-t’ ucitel-ej
Petja-sG.NOM more NEG AUX-FUT.35G offend-INF teacher-pL.AcC
t-em, ¢to opazdyva-et.
that-sG.INS.NEUT that be.late-pPrs.3sG
‘Petja will never more offend the teachers by his being late’

However, this interpretation is impossible. Example (37) can only mean that
Petja will be late, but this will no longer offend his teachers. In other words,
negation of the factive sentential argument with ¢to can only have the usual,
and not the radical interpretation. Only the ‘normal’ negation, as in (38), is
allowed.

Note that the contrast between (36), with a radical negation reading, and
(37), which lacks this interpretation, cannot be addressed in terms of factivity.
With factive verbs like serdit’sja ‘be angry’, besit’ ‘drive crazy’, and so on,
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both deverbal nouns and sentential arguments denote a situation which is
presupposed. We cannot claim that the construction with ¢to in (37) is in any
sense ‘more factive’ that the deverbal noun construction in (36).

(38)  Petj-a ne  obide-l-@ menja t-em, ¢to
Petja-sc.NoMm NEG offend-psT-sc.m Lacc that-sG.INs.NEUT that
opozda-1-@.
be.late-PsT-sG.M
‘Petja did not offend me by his being late’

The explanation seems to lie in the fact that sentential arguments, contrary to
deverbal nouns, are marked for tense. Since the noun opozdanija in (36) is not
tense-marked, it can be interpreted as a non-specific event. In (36) and similar
examples, the NP svoimi opozdanijami denotes ‘being late as a class of events,
some of which have already taken place, while some could hypothetically
occur in the future or will not occur at all’.

The same is impossible for sentential argument constructions. Both con-
structions with the complementizer ¢to ‘that” and with a combination to, ¢to
‘the fact that’” are marked for tense. Thus, whenever a sentential argument
is used, it is anchored to some temporal localization, depending on which
form is used (of course, if the matrix verb is factive). In other words, if we
use a sentential argument in (37), the embedded clause being marked for the
present tense, this means that Petja is late in some moment simultaneous to
the moment of speech or time of the main event ’insult the teachers’, thus
having one of the regular readings of present tense forms. In any case, it
is impossible to use sentential arguments in contexts like (37) without any
temporal localization at all, in the same way as the deverbal noun is used in
(36).7

The same distinction seems to lie behind the fact that ¢to-clauses are only
used in unreal contexts like (30) under a special de dicto interpretation and
mainly when the participants of the embedded situation are non-specific.
Since ¢to-clauses are tensed, they mark by default an event which took place
at some time in reality. Note, though, that the prohibition for the use of ¢to
with radical negation is stricter than the restriction on unreal contexts, where
Cto is sometimes used in examples like (30). The difference can be formulated
in the following way:

In Russian argument clauses with ¢to, the tense form is interpreted relatively, i.e., based on the
localization of the situation with respect to the situation in the main clause.
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« Radical negation requires a presupposed component to be negated. By de-
fault, it is excluded for sentential arguments, since the tense-markedness
requires that the situation has a temporal localization;

« In contrast, the use in an unreal context does not require that the presup-
position is canceled. Though the whole construction is interpreted in a
possible world, in this world, the situation can be localized. For instance,
in the sentence ‘Who would be glad that his son gets F-marks’ the sen-
tential argument means ‘his son gets F-marks at the reference point’ — in
other words, the situation has a temporal localization, simultaneous to
the localization of the main event ("who would be glad’).

12.5 Conclusions

In this paper, [ have addressed the behavior of factive verbs in non-real contexts:
I have focused on contexts where the complement of factive verbs comes to
be true only in a possible world. I have found out that nominal and sentential
arguments behave in a very different way in this sort of contexts. While
nominal arguments are marked in the same way when marking a real situation
and when being under an entailment-cancelling operator, sentential arguments
are marked in different ways.

Nonetheless, there is no reason to claim that predicates become non-factive
in contexts like this. We should rather consider that tense-marked constitu-
ents, when combined with factive predicates, by default get a real temporal
interpretation. To use factive predicates in a possible world, a special marker
esli is used, which marks that the whole situation (the factive mental act and
the presupposition) occurred in a possible world.

Thus, it turns out that the real / unreal opposition of the components of
factive verbs exists separately from the factive / non-factive opposition. Verbs
like radovat’sja ‘be glad’ or nravit’sja ‘like’ are by nature factive — however,
the default complementizer ¢to marks the reality of the complement situation
(and not factivity). This is why a special marker esli must be used when the
embedded situation is unreal.

However, the use of the factive complementizer ¢to is not fully excluded
either. The difference between cto vs. esli reflects a perspective difference: esli
marks irreality and its interpretation is based on the irreality of the whole situ-
ation. Cto marks the situation as real, because the situation is interpreted from
the point of view of the experiencer, who is herself inside the possible world.
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Note that the use of ¢to is the more possible, the more non-specific and
unreal the situation is. It may seem rather unnatural and counterintuitive, given
that normally ¢fo denotes a real situation, and, correspondingly, is compatible
with specific participants more than esli. The reason seems to be that the use of
Cto requires a de dicto reading. The speaker marks the situation as real, because
she observes the situation from the perspective of the experiencer. To facilitate
the de dicto reading, all components of the embedded clause must be ‘agreed’
to each other in that they have a non-specific reading: in that way, the precise
identity of the participant or the instance of the situation can be chosen de
dicto, for the possible world where the experiencer participates in a situation
and perceives and estimates its components in a particular way. This is why the
experiencer itself is mainly non-specific (i.e., interpreted separately for each
instance of the situation), the possessee is non-specific too (its existence is not
presupposed), the mental act is most often unreal (marked by the subjunctive),
and the stimulus situation is repeated (i.e., it is also non-specific).

This ‘agreement’ in non-specificity seems to be a strategy which the lan-
guage uses in order to make the non-standard (unreal) interpretation of ¢to
easier for the speakers.

Recall that non-specific components can have a narrow scope reading
(see, for instance, Lyons 1999: 168—169). This, of course, facilitates the de dicto
reading. In contrast, the specific interpretation makes the de re reading easier
due to the wide scope that specific components have (though the de dicto
reading is also possible for many native speakers).
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Semantics of poetical tropes:

Non-Fregeanity and paraconsistent logic

Basil Lourié and Olga Mitrenina

...xal opadokov Bodpa
To our dear and paradoxal Barbara Partee.

13.1  Introduction

The sentence “There is a bag of potatoes in my pantry” is true if and only if
there is a bag of potatoes in my pantry, as truth-conditional semantics defines
(Heim & Kratzer 1998: 1)." Such examples are often quoted with a reference to
Alfred Tarski’s 1933 article, in which his famous truth definition was proposed.”
However, when applied to the natural languages, such truth conditions cease
to be properly Tarskian. The long first paragraph of Tarski’s 1933 paper is
dedicated to the statement that, to him, “the very possibility of a consistent
use of the expression ‘true sentence’ which is in harmony with the laws of
logic and the spirit of everyday language seems to be very questionable” and,
consequently, such definitions as “‘it is snowing’ is a true sentence if and
only if it is snowing” are not, strictly speaking, logically meaningful (Tarski
1956: 156, 165). Due to these constraints, Tarski’s truth definition was applied
to the formal languages only.

The present study was supported by the Russian Foundation for Basic Research, project Ne
13-06-00832.

Heim and Kratzer refer to the 1936 (although mistakenly dating it to 1935) German translation
from the Polish original as if it were the original article itself: (Heim & Kratzer 1998: 1, 11).
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Nevertheless, Irene Heim and Angelika Kratzer do not seem to be uneasy
in applying Tarskian definitions to natural languages. In this, they follow
Richard Montague’s conviction that “[t]here is... no important theoretical
difference between natural languages and the artificial languages of logicians”
(Montague 1974b: 222) (first published in 1970). In this presumption, Tarski’s
definition becomes applicable to natural languages (Montague 1974a: 208-210)
(first published in 1970). Montague proposed a strategy to overcome the diffi-
culties noticed by Tarski (especially those caused by the vagueness of natural
languages) with recourse to PWS (possible worlds semantics, briefly discussed
in the concluding chapter of Heim & Kratzer 1998).

Taking into account the necessity of understanding our sentence about
the bag of potatoes within the PWS framework, we can hope that we could
understand what such things as “potatoes” and “pantry” mean. The condition
sine qua non for this is to become able to define the meanings (“intensions”
in Montague’s sense of the word) of the corresponding lexemes as functions
from possible worlds to extensions of the appropriate sort.

Now, let us slightly complicate the task. How might one draw such func-
tions (“intensions”) in the case of Boris Pasternak’s poem “Improvisation”

(1915):

I fed out of my hand a flock of keys

To clapping of wings and shrill cries in flight.
Sleeves up, arms out, on tiptoe I rose;

At my elbow I felt the nudging of night3.

This text includes poetical tropes that are quite typical not only for poetry,
but for colloquial and literary language as well. Not so long ago, in 1990, Jaakko
Hintikka and Gabriel Sandu proposed a semantic theory of poetical tropes
which they considered to be, on the one hand, a successful application of
Montague’s and David Lewis’s ideas concerning the possible world semantics*
and, on the other hand, a strategy to overcome the stagnation in semantic
studies that continue the line of Montague and Lewis. Below we will have
occasion to re-examine the relation of the Hintikka-Sandu theory to the
Fregean scholarly program as such, not only to its PWS modifications.

Since the 1950s, the study of metaphor and other indirect meanings has
been approached from different perspectives. Some of them are certainly

3 Translated by Eugene M. Kayden.
4 See below, starting from section 13.3. Cf. Lewis 1986.
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relevant for the formal semantics of natural language. Nevertheless, the more
our studies advance, the further we are from any consensus. The only exception
is the so-to-say “phenomenological” description of the variety of indirect
meanings, that is, not an analysis but rather a description of what metaphor,
metonymy, and other poetical tropes are.

According to the approach first proposed in 1956 by Roman Jakobson,
the variety of indirect meanings can be reduced to two types, metaphor and
metonymy.> Metaphor, according to Jakobson, is based on the relation of
similarity, whereas metonymy is based on the relation of contiguity. Both of
them form together the two “poles” of the spectrum of indirect meanings. This
is not the only possible way of representing the variety of indirect meanings
within a unique scheme, but, at least, it is basically equivalent to the theory
of metaphor/metonymy based on the theory of conceptual spaces by Peter
Gérdenfors (who, in turn, elaborated on George Lakoff’s understanding of
metaphor as cross-domain mapping).®

Thus, there is no problem with defining metaphor/metonymy (or indirect
meaning in general). The problems begin when we ask whether these phe-
nomena have anything to do with language at all or, if the answer is positive,
with its semantics.

It is a bit embarrassing to admit that the main purpose of the present notice
is to put forward one more semantic theory of indirect meaning, in addition to
the too many theories now under discussion. By way of an apology, however,
we note that our theory will not be completely new but rather an extension of
the Hintikka-Sandu theory of metaphor and metonymy.

13.2 Pre-1990s theories of indirect meaning

A very short sketch of the presently available theories of metaphor and other
kinds of indirect meaning is unavoidable. We need ultimately to discuss the
Hintikka-Sandu theory, but this is impossible without explaining why we
consider it to be better than the others. Therefore, in this section, we will list
these others.

Jacobson 1971 (esp. section V, “The Metaphoric and Metonymic Poles,” pp. 254-259). For a modern
interpretation of Jakobson’s approach, see Peirsman & Geeraerts 2006 .

On this equivalency, see esp. (Gardenfors & Lohndorf 2013: esp. 453-454). Cf. (Gardenfors
2014: 39—41).
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13.2.1 Cognitive semantics: metaphors outside language

In the 1970s, several scholars put forward the theory that metaphor is funda-
mental for the cognitive sphere as a whole but not encompassed by language.”
On the contrary, it is language that depends on metaphors, whereas there are
no mechanisms specific to language that regulate our metaphorical thinking.
George Lakoff became the most influential proponent of this approach (shared
and developed, among others, by Peter Gardenfors). In Lakoff’s words,

...the locus of metaphor is not in language at all, but in the
way we conceptualize one mental domain in terms of another.
The general theory of metaphor is given by characterizing such
cross-domain mappings. And in the process, everyday abstract
concepts like time, states, change, causation, and purpose also
turn out to be metaphorical.

The result is that metaphor (that is, cross-domain mapping) is
absolutely central to ordinary natural language semantics, and
that the study of literary metaphor is an extension of the study
of everyday metaphor. Everyday metaphor is characterized by a
huge system of thousands of cross-domain mappings, and this
system is made use of in novel metaphor (Lakoff 1993: 203)

However, the treatment of metaphors and metonymies within the cog-
nitive sphere as a whole does not prevent us from asking whether there are
any metaphorical/metonymic mechanisms within the sphere of language. In-
deed, even if “[m]etaphors and metonymies are primarily [to be — L&M] seen
as cognitive operations, and their linguistic expression is only a secondary
phenomenon” (Girdenfors 2000: 164), this is not to say that this “secondary
phenomenon” could not have some rules of its own.

The cognitive approach has certainly contributed a great deal to our un-
derstanding of the continuity (and even the basic unity) between “indirect”
and “direct” meanings, but it is simply not specific enough to settle our ques-
tions about the possible existence of the metaphorical/metonymic mechanisms
embedded into the logic of natural language. No wonder, therefore, that the
current popularity of the cognitive theories of metaphor did not prevent the
development of several theories much closer to linguistics.

The manifesto of this approach was the article by Reddy (1979) (first published in 1979). According
to Lakoff, “Reddy showed, for a single, very significant case, that the locus of metaphor is thought,
not language..” (Lakoff 1993: 204).
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13.2.2 Descriptionistic approaches

Descriptionistic approaches to poetical tropes go back to Aristotle (Poetics XI,
1457b), who considered metaphor as a kind of analogy assuming that, in the
metaphor, the words pointing out a comparison (“as if”, “looks like”, etc.) are
omitted, although they are implied. Such an approach — notwithstanding sev-
eral modifications put forward during the twentieth century — is now largely
abandoned by philosophers of language, especially after the critiques by John
R. Searle and Donald Davidson.® Most of its twentieth-century modifications
(critiqued by Searl and Davidson) had taken into account the Fregean distinc-
tion between Sinn and Bedeutung; therefore, the “regular” and “metaphorical”
meanings were treated as different Bedeutungen, as if they were homonyms.

There is no need, after Searl and Davidson, to go too deeply into critiquing
the theories advocating the existence of any specific “metaphorical” meaning.
Instead, we would like to mention a unique consideration that will be relevant
to our own approach (articulated by different authors but in an especially
helpful manner by Davidson).

In most cases, we cannot retell a poetical text through prose, whereas this
could easily have been done if the words of comparison were merely omitted
or if there were some “metaphorical meanings” that could be described in an
ordinary lexicographical way. The most important part of the text is lost when
one attempts such a retelling: “I was playing the piano, the music was noisy,
it resembled the sounds of (sea?) birds..”, and the second part of the strophe
is even more difficult to retell. Such attempts show that metaphor has “more
meaning” than simply a comparison or a kind of “homonymy”.

13.2.3 Semantic-pragmatic approach

The attempts to avoid merely descriptionistic approaches are connected with
semantics or pragmatics, or with a combination of both. The idea to consider
metaphor as a partially pragmatic phenomenon was suggested by Paul Grice
in the 1960s. According to Grice, the words in metaphor or irony do not
have their regular meanings. Instead they have some ad hoc meaning that the
speaker “implicates” to them. Grice called all these additional meanings im-

Searle (1979: 76—103). Cf. also (especially in connexion with Fregean heritage) Davidson 1984.
Moreover, there are important criticisms of the Aristotle-inspired theories of metaphor in the
paper by Hintikka and Sandu (see below).

His seminal article (written already in 1967) is Grice 1975; see this and other his articles on the
topic reprinted as Part I of Grice 1989.
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plicature, and we can understand them out of context by means of pragmatics.
So his was a semantic-pragmatic approach.

The ideas set out by Grice were developed by John Searle within his more
general theory of speech acts. Searle proposes two opposing notions:

1. word meaning (or sentence meaning) as the meaning that words (or
sentences) have in regular non-poetical language, and

2. speaker meaning (or utterance meaning) as the new meaning that the
speaker adds to this word or sentence.

This approach was criticised, among other reasons, because the deriva-
tion of sentence meaning is not clear if some words are used in their word
meaning and others in their speaker meaning. The question remains how these
numerous speaker-meanings interact with regular word meanings. No general
semantics was presented for these meanings, because the speaker/utterance
meanings result from pragmatics. However, a theory that would encompass
both semantics and pragmatics is not provided by Searle.

The main objection to any “speech acts” treatment of metaphor as well
as to the Davidsonian purely pragmatic approach (see next section) is the
demonstrable fact that, as Hintikka and Sandu put it, “[m]etaphor is a matter
of meaning, not of use”.’® To show this, Hintikka and Sandu provide, among
other examples, a number of instances where the understanding of metaphor
is clearly independent from the context.

13.2.4 Pragmatic approach

The most influential pragmatic theory of metaphor was suggested by Davidson
(1984). He denied the idea of any “metaphoric meaning” in the sense of Searle
or Grice. He denied as well the descriptionistic approach. Davidson insists that
the words and phrases that form metaphors do not have any other meanings
apart from their regular “dictionary” meaning. However, metaphor does not
belong to the domain of semantics at all, being a phenomenon of pragmatics.

According to Davidson, metaphor is a case of a direct reference, albeit not
that of a simple “token” (in Ruth Barkan Marcus’ sense). It is rather like a
picture:

Hintikka & Sandu (1994: 172—-177); Hintikka and Sandu mention Searl as the author of “[o]ne such
hopeless approach to metaphor” that they criticise (ibid., p. 185, n.12). As an example of a recent
modification of the Gricean approach without paying any attention to these criticisms by Hintikka
and Sandu, see Ernie Lepore’s and Matthew Stone’s recent (although somewhat anachronistic)
article Lepore & Stone 2010.
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How many facts or propositions are conveyed by a photograph?
None, an infinity, or one great unstatable fact? Sad question. A
picture is not worth a thousand words, or any other number.
Words are the wrong currency to exchange for a picture. (Davidson

1984: 263)

Davidson believes that understanding metaphors goes beyond language
communication and syntax: “ Metaphor makes us see one thing as another by
making some literal statement that inspires or prompts the insight”(Ibid.) — not-
withstanding the fact that (or, rather, precisely because of the fact that) they
are patently false or absurdly true.

Of course, there is an “easy” way to disprove Davidson’s theory: to propose
any working semantic theory of metaphor. We do believe that this could be
possible, with the help of Hintikka and Sandu. However, even if not acceptable
in full, Davidson’s theory has a unique merit: it underlines the idea that an
“insight” is a necessary part of metaphor. Elaborating on this, Davidson states
that the meaning of metaphor could never be covered by the meanings of
words. Regarding this latter point, we will take Davidson’s side against even
Hintikka and Sandu.

13.3 “Meaning lines” by Hintikka and Sandu

A new attempt to integrate poetical tropes into semantics was undertaken
by Jaakko Hintikka and Gabriel Sandu." According to them, the metaphor is
neither reducible to a comparison based on the similarity of properties nor
understandable without comparison. Like the comparison, metaphor points
out similar properties (predicates). In the same manner, metonymy points out
relevant relations of contiguity. But, then, both metaphor and metonymy go
further in establishing so-called “meaning lines” between the proprietaries
of properties (subjects of predicates)'” The meaning lines are based on their

Hintikka, Sandu, “Metaphor and Other Kinds of Nonliteral Meaning”. This is an expanded and
corrected version of a 1990 paper.

Hintikka’s and Sandu’s treatment of meaning lines has been cautiously criticised by Anders
Engstrem, who noticed that some metaphors could not be interpreted via the similarity relation
because they are based on the metaphorical mapping and integration in Lakoff’s sense (Engstrem
2001). This detail does not affect the logical nature of the meaning lines, as Engstrom acknowledges
himself, and, probably, such problems could be overcome within a more universal description
of metaphor and metonymy, e.g., the definition by Peter Gardenfors and Simone Léhndorf in
the terms of cognitive science: “Metaphors refer to mappings between domains, metonymies to
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relevant properties (predicates). The meaning lines drawn from world to world
(in the PWS sense) connect the characteristic sets of individuals in each world
corresponding to the relevant predicate, but without identification of the
individuals themselves. Otherwise, these meaning lines would be the lines of
transworld identification of the individuals.

Therefore, Hintikka and Sandu interpret these meaning lines as establishing
some kind of transworld identity, although not an existential one. The meaning
lines are not transworld lines, which would be based on neither similarity nor
contiguity, but rather on the continuity (as David Kaplan has coined this term
as early as 1967 (D. Kaplan 1979, but cf. the footnote on p. 88)), because it is
the continuity which is the criterion of the transworld identification of the
individuals. The recourse to PWS is the key feature of the Hintikka-Sandu
approach. They propose it as a way out from precisely the problem that
Davidson had described before he started to construct his own theory — which,
according to Hintikka and Sandu, turned out to be “a non-theory of metaphor”.
They agree with Davidson that, in the one-world semantics, his decision has
no reasonable alternative, but they prefer to abandon the one-world semantics
(Hintikka & Sandu 1994: 154).

In dealing with the necessity of adding something to the ordinary meaning
of words, we have to either postulate a possibility of different Bedeutungen
for the unique Sinn, or push this “something” outside the area of meaning,
thus, into pragmatics. If we opt for the first alternative, we would have either
a problem of conflicting Bedeutungen within a unique world (which is already
shown to be insurmountable in any logically consistent way) or the necessity
of having different worlds, that is, PWS. Therefore, PWS provides a consistent
way to deal with various kinds of indirect meaning.

13.4 Dispelling “the paradox of the PWS”?

What do meaning lines mean logically? Hintikka and Sandu call them “cousins”
of the “intensions” of Montague; both belong to the truth-conditional semantics
and allegedly behave in the same way:

Can metaphorical statements (i.e., statements containing meta-
phorically used words or expressions) be said to be true or false?

meronomic relations within domains” (Gardenfors & Lohndorf 2013: 452). As Engstrem noticed,
the Hintikka-Sandu PWS approach allows one to deal with cognitive definitions of metaphor and
metonymy, too.
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On the basis of the account we have given the answer is unmistak-
ably: yes. This account shows that the only unusual thing about a
metaphoric sentence is that the meaning lines of one of its con-
stituent expressions are drawn in a way different from its literal
cousin. But in all other respects, the same semantical rules must
apply to it. Otherwise we could not account for its meaning. And
these semantical rules imply the applicability of the notions of
truth and falsehood to the sentence (Hintikka & Sandu 1994: 170).

The “literal” meaning lines mentioned here are the same things as “inten-
sions” in Montague’s PWS, that is, the functions assigning extensions to the
terms and the propositions in each of the possible worlds. The metaphorical
meaning lines work, according to Hintikka and Sandu, exactly in the same
way. This means that, as they say, “the same semantical rules must apply to”
both kinds of meaning and, therefore, both kinds of meaning lines. This, in
turn, means for these authors that the statements containing words used in
indirect meanings “can... be said to be true or false”. Thus, they insist that there
is not a “metaphoric truth different from literal truth. A sentence can have a
metaphorical meaning, and this meaning decides whether it is true or not in
the normal gardenvariety sense of truth” (Hintikka & Sandu 1994: 170-172).

It is only the fact that the meaning lines are compatible with “the normal
sense of truth” that would guarantee, in the eyes of Hintikka and Sandu, that
the semantical rules governing them are the same as in Montague’s PWS (we
will see, in the next section, that this is not the case, however).

For Hintikka and Sandu themselves it is vital to remain within the realm
of Montague’s and David Lewis’s semantics. They open their article with a
discussion of the phenomenon they call “the paradox of the possible world
semantics”. The paradox is as follows: there is an apparently extremely help-
ful idea that “..the meanings of different types of lexical items and other
expressions are... functions from possible worlds to extensions”.

On the basis of this success in handling the general concept of
meaning, one is justified to expect that PWS should offer an excel-
lent framework for the actual analyses of lexical meanings, either
analyses of the meanings of particular lexical items or analyses of
interesting concrete problems in the theory of lexical meaning. Yet
this justified expectation remains largely unfulfilled by what we
can find in the literature. We find in the PWS-oriented literature
relatively few semantical analyses of particular lexical items and
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few informative discussions of interesting problems concerning
some types of lexical meaning. This strange state of affairs is what
we propose to call the paradox of PWS. We can put it in the form
of a question. As far as lexical meaning is concerned, is PWS an
instance of false promises or unused opportunities? (Hintikka &
Sandu 1994: 151-152).

This is why Hintikka and Sandu turn to the “metaphor as a counter-example
to the paradox” (title of section 2 of their article), trying “to dispel the paradox
of PWS by means of a concrete example” (Hintikka & Sandu 1994: 152).

If we agree with the authors, as we do, that they succeeded in demonstrat-
ing that the semantical rules governing both literal and non-literal meaning
are the same, we have to acknowledge that, in fact, they created a powerful
argument against PWS in the sense of Montague or Lewis or in any other
sense fitting with the Fregean program. To “dispel the paradox of PWS”, it
would be not enough to demonstrate that the sentences containing words
used in indirect meanings have truth values. One would have to demonstrate,
moreover, that these truth values are the denotations of the appropriate sen-
tences — otherwise no Fregean semantics, be it one-world or PWS, would work.
Hintikka and Sandu overlooked this problem'. Thus, instead of dispelling
“the paradox”, they rather “dispelled” the Fregean semantics as such. Let us
consider the situation a bit more deeply.

13.5 Shift to situational semantics

To begin with, we can consider once more our example from Pasternak to
show that the truth values of the metaphorical and similar sentences have little
to do with their meaning. The sentences “I fed out of my hand a flock of keys”
and “I was playing the piano” have the same truth values (independent from
our definition of the very notion of truth value) but obviously quite different
meanings (denotations), because the metaphoric meaning belongs to the first
sentence but not to the second.

By the way, this is why we are not even interested to know whether the

There is one point where they touch it tangentially, when acknowledging that in the actual use
of the metaphorical statements “the question of truth and falsity normally does not arise”, and
this is “a consequence of their nature” (Hintikka & Sandu 1994: 171). This constatation would be a
good point to start wondering whether these truth values could really be the denotations of the
corresponding statements.
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lyrical character of the poem really did (in the possible world of the poem)*4
play the piano. We are interested in the process per se, regardless of whether it
did occur in any of the possible worlds (or, to say it differently, it is sufficient
to us to know that there is some world, imaginary at least, where these things
did occur).’s This is why, as Hintikka and Sandu noticed, the question of the
truth or falsity of such sentences most often does not arise.

Let us take a step to a more formal substantiation of this conclusion. Ac-
cording to Hintikka and Sandu, their meaning lines behave according the same
semantical rules as the intensions of Montague. This is not the case. The differ-
ence appears in the fact that the meaning lines, unlike the intensional functions
of Montague, hold against the permutations used in the demonstration of the
theorem proposed by Putnam.

Putnam’s theorem (or, as David Lewis termed it, “paradox”)16 demonstrates
“...that there are always infinitely many different interpretations of the pre-
dicates of a language which assign the ‘correct’ truth values to the sentences
in all possible worlds, no matter how these ‘correct’ truth values are singled
out” (Putnam’s italics; Putnam 1981: 34—35). In the course of the demonstra-
tion, Putnam operates with intensions in the sense of Montague, somewhat
artificially but without breaking any rule of Fregean semantics, to obtain an
absurd confusion of meanings. In his own example, the sentence “a cat on a
mat” turns out to mean “a cherry on a tree” (it turns out to be true if and only
if there is a cherry on a tree). Putnam’s “devastating”, for Fregean semantics,
permutations of Montague’s intensions are based on the Fregean supposition
that the sentences denote their truth values.

Let us suppose that the same permutations are performed with the meaning
lines. Thus, we obtain that a cat is the same as a cherry. Such a result is not
necessarily absurd, because this could be a metaphor or another poetic trope.
For instance, Bumrenka (“Little Cherry”) is a popular Russian nickname for
cats, which has an obviously metaphorical origin (based on the similarity
between a cherry and a small kitten that has rolled itself up into a ball). This
example is enough to show that Putnam’s demonstration, as “devastating”
for the Fregean semantics of Montague as it may be, is of absolutely no harm
for the meaning lines. And this means, in turn, that the meaning lines are

On this application of PWS see, e.g., Elena Semino’s monograph 1997

For a general view of the relevant PWS, see Priest 2005.

Lewis 1984; cf.: “Hilary Putnam has devised a bomb that threatens to devastate the realist philo-
sophy we know and love”; the kernel idea for this, in Lewis’ wording, is ...that there is no semantic
glue to stick our words onto their referents, and so reference is very much up for grabs” (p. 221).
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non-Fregean, that is, they engender the sentences whose denotations are not
their truth values.

Finally, let us try to show what kind of non-Fregean semantics the meaning
lines imply.

The theory of Hintikka and Sandu can be formalised by means of the
so-called “metaphorical logic” recently elaborated by Vladimir Vasjukov for the
purpose of formalising the ontology of Alexis Meinong (Vasjukov 2004, 2005),
without any particular interest in natural language, although the relations he
describes actually correspond to the meaning lines. Namely, Vasjukov provides
the following “metaphorical” analogue to Leibniz’s principle of identity of
indiscernibles, which he calls “the principle of similarity of indiscernibles from
a preconceived viewpoint” (PSIPV):

(1) (PSIPV) (a & b) © Fp(p(a) S ¢(b)

To put this into words: in some preconceived aspect a referentially leads to b.
Here > means “indiscernibles from a preconceived viewpoint”. Connective =
means ‘referentially leads to from some preconceived viewpoint”. It means
that, at least, one situation where a does occur must be involved, in some
sense (from a preconceived viewpoint), into the situations where b does occur.

It is the principle PSIPV that seems to fit quite well with the meaning lines
of Hintikka and Sandu. Indeed, both comparison and contiguity (as well as
mapping or other cognitive mechanisms) are able to result in a preconceived
viewpoint which, in turn, allows grasping some new meanings and expressing
them with poetical tropes.

The connective “referentially leads to from some preconceived viewpoint”
on which PSIPV relies is evidently non-Fregean. In fact, it is non-Fregean
twice over, and, therefore, Vasjukov calls it “non-non-Fregean”. It is obtained
with the weakening of a non-Fregean connective “referentially leads to” by
Roman Suszko, whose situational semantics (Suszko 1975)'7 provided a general
framework for Vasjukov’s “metaphorical logic”.

In Suszko’s semantics, the stronger correspondent of PSIPV is the following
form of the principle of identity of indiscernibles (PII):

(2) (PI)(a T b) © Yo(p(a) = (b))

where ¢ is a formula, a C b means “a situationally entails b”, = is a non-Fregean
connective “referentially leads to”.

17 Cf. also, as a useful introduction, Wojcicki 1984.
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The Suszkean connective “referentially leads to” is defined via his Non-
Fregean Axiom (NFA) for the formulae (sentences) p and g:

(3) (NFA)(p=gq) — (p< 9

To put this into words: the sentences are identical (their denotations are the
same) if and only if the situations they describe are the same. Here the sign =
“(extensionally/referentially) identical to” is written instead of <, the above
connective “referentially leads to” in both directions.

Suszko formulated his NFA after having made explicit what he called the
Fregean Axiom (FA):

4 EFAPpe->@p=9g

This formula means: the logical equivalence of the formulae (sentences) p and
q entails their identity (the identity of their denotations). Thus, the denotations
of all sentences are their truth values. In situational semantics, on the contrary,
the denotations of the sentences are the situations they describe (and not their
truth values).

FA was not discussed or even explicated in Montague’s or David Lewis’s
works, and so it leaked unnoticed into the Hintikka-Sandu theory of meta-
phor — in the way that they constructed a non-Fregean theory when thinking
that they were acting ad majorem gloriam of the Fregean semantics...

In fact, Hintikka and Sandu provided a situational semantics theory of
indirect meaning. Given that they insist (rightly, in our opinion) that their the-
ory is an integral — and not separate — part of the natural language semantics
as a whole, their theory became a challenge to the whole Fregean programme
in formal semantics. There is no room here, however, to explore these infinite
semantical horizons, because we have to finalise, instead, our own theory of
poetical tropes.

13.6 Paraconsistent logic for poetical tropes

Even if poetical tropes work along meaning lines, this fact would not explain
why they are so expressive and meaningful. The “insight” marked by Donald
Davidson as the main feature of poetical tropes is absolutely unexplainable
with recourse to the meaning lines. Thus, either this “insight”, as Davidson
thought, does not belong to the realm of semantics at all, or the Hintikka-Sandu
semantics is incomplete. The former alternative would mean that we need to
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revisit the semantic-pragmatic paradigm and propose a new theory of indirect
meaning within it. But we would prefer to pursue the latter alternative.

One could dare to say that Hintikka and Sandu did explain the anatomy of
poetical trope but not its physiology. They transformed poetical trope into a
description, although a perfectly correct one. Meaning lines are phenomena
which we can observe during the autopsy of the corpse of a poetical trope
when it no longer lives for us.

The poetical trope is alive when meaning lines are already established but
still not explained in the sense of avoiding contradiction — to take famous
Putnam’s example, when we still call our kitty “Cherry” but have not yet
rationalised this metaphor with the picture of a small kitten rolled up into a
ball.

This means that the logic of a poetical trope is necessarily paraconsistent:
it invalidates the logical principle ex contradictione quodlibet [{A,—~A} E B for
every A and B], that is, it is non-explosive.

As a standard situation, poetical tropes imply a contrary contradiction,
thatis A A B, but not a contradictory contradiction, that is AA—A. The contrary
contradiction is weaker, because, even if the consistent logics do not accept
a cat to be a cherry, they easily accept that something is neither a cat nor a
cherry, that is, the conjunction of the negations of the two parts of the contrary
paraconsistent conjunction. The stronger contradictory contradiction (e.g.,
somebody is a cat and not a cat) is not typical for poetical tropes. Even when
it appears in some highly poetical texts (such as, e.g., De divinis nominibus by
Dionysius the Areopagite), it belongs rather to philosophy and theology than
to poetics.

If we adopt, for our theory of tropes, paraconsistent logic, we are no longer
obliged to work in PWS. Let us recall that PWS was called for by Hintikka
and Sandu in order to avoid inconsistencies. In the paraconsistent framework,
both PWS and one-world reasoning are equally available, providing that, in
the latter case, the meaning lines would become not inter-worldly but, for
instance, they would be established between different mapping domains of a
unique possible world.

Among the paraconsistent logics the most studied are those based on the
contrary contradiction®® We do not intend to go deeper into the technical
details at present. Our main purpose is pointing out that the paraconsistent
logics satisfy Davidson’s condition of pulling our mind beyond the direct

18 As an up-to-date introduction to these logics, see, e.g., da Costa, Krause & Bueno 2007.
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meanings of words and of ensuring an insight. As the mathematician James
Joseph Sylvester (1814-1897) put it,

“[a]s a lightning clears the air of unpalatable vapors, so an incisive
paradox frees the human intelligence from the lethargic influence
of latent and unsuspected assumptions. Paradox is the slayer of
Prejudice.” (Quoted as an epigraph to da Costa, Krause & Bueno

2007: 791.)

13.7 Conclusion

The theory of poetical tropes proposed above is an extension of the
Hintikka-Sandu theory of meaning lines with the addition of paraconsist-
ent logic. It is the paraconsistent element that is responsible for the key feature
of poetical trope that Davidson called “insight”.

It was argued that the semantics of poetical tropes is situational and, there-
fore, non-Fregean, and this feature is already implied in the Hintikka-Sandu
theory, although Hintikka and Sandu consider their theoretical framework as
Fregean.
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Tsakhur as a case-stacking language

Ekaterina Lyutikova

14.1  What is case?

Recently, significant research has been done to clarify the nature of case, one
of the most controversial among grammatical categories.' On the one hand,
case is unique in that it is the only syntactic feature that enters the derivation
unvalued and gets its value in the course of derivation, whereas other unval-
ued features (i.e. person or number) are valued under AGREE operation. The
absence of a syntactic unit which would bring case as a valued feature into
the derivation is due to another peculiar characteristic of case: there is no con-
stituent on which the case feature could be reasonably interpreted. Thus, the
existence of case is offending to the Radical Interpretability Principle (Brody
1997), which states that each feature must receive a semantic interpretation in
some syntactic location.

Therefore, several attempts have been made to reduce the category of case
to some more familiar feature that would be interpretable somewhere else. In
their pioneering paper, Pesetsky & Torrego (2001) proposed that case is an
(uninterpretable) Tense feature on a DP, and that Nominative case assignment
is the agreement in Tense of a subject DP with (finite) T. In a similar vein,
Accusative was suggested to represent a Telicity feature of Asp (Svenonius
2001, Richardson 2003), and Genitive — a quantificational feature of Q (Bailyn
2004). These proposals led to a reasonable question: if particular cases are

This paper is my homage to Barbara Partee and her unresting efforts to make western and Russian
linguistics mutually comprehensible. The research has been supported by Russian Scientific Found-
ation (PH®), project Ne 14-18-03270 “Word order typology, communicative-syntactic interface
and information structure in the world’s languages”.
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rather different formal features associated with different functional heads,
why do we have case as a uniform grammatical category, with mutually
exclusive values? Indeed, nothing is wrong with a noun phrase which is, say,
an internal argument of a telic verb (hence [Telicity: telic], or “accusative”)
and at the same time a subject of a finite clause (hence [Tense: finite], or
“nominative”).

In principle, there are at least two ways to approach this challenge. The first
solution is to think of a single interpretable feature that would be responsible
for case assignment; the differences between case values might reflect the
particular syntactic head the DP agreed with to value this feature. Thus, both
Nominative and Accusative can be viewed as a Tense feature on a DP, so
that Accusative is valued by V while Nominative is valued by T (Pesetsky &
Torrego 2004). The second approach is to allow a DP to bear more than a single
feature associated with case. This approach is advocated by Ora Matushansky
(2008a, 2010) who claims that what has been called “Case” corresponds to the
uninterpretable counterparts of interpretable features of multiple functional
heads involved in the derivation and dominating a DP. If so, we expect to find
instances where several pieces of case morphology stack on a DP.

This is exactly the case in Tankgic languages of Australia, such as Kayardild
and Lardil, that coherently mark their DPs with case morphology associated
with higher heads (Evans 1995, Round 2009, 2013, Richards 2007, 2013, Arkadiev
2015). In Kayardild example (1) case affixes on the DP ‘man’ reflect its possessor
position (GEN), the instrumental function of the higher DP ‘the man’s net’
(ins) and the grammatical tense of the predicate (ABL).

(1) maku [yalawu-jarra yakuri-na [[dangka-karra-nguni-na] mijil-nguni-na]].
woman catch-psT fish-aBL man-GEN-INS-ABL net-INS-ABL
‘A woman caught a fish with this man’s net’ (Kayardild; Evans 1995)

Tankgic languages are of particular interest for case theory not only because
they show an exclusively consistent realization of Suffixaufnahme (“suffix
copying”, Plank 1995), but also because they clearly demonstrate that case
markers are associated (and often share their shape) with interpretable features
of syntactic heads, such as Tense, Aspect, Modality, Force, etc.

Case stacking, however, is a rare grammatical phenomenon. The com-
mon pattern is “one DP —one case”. How does it come that a DP in, say,
Russian or Latin ends up with only one case morpheme? If we want to main-
tain the assumption that a DP can host multiple case morphology, we need
a (morphophonological) rule that would erase all pieces of case morpho-
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logy except for one (e.g. the outermost, the innermost, etc.).”> Alternatively,
we may associate the case morphology with one feature and allow higher
heads to re-value this feature on a given constituent, unless it undergoes
spellout.

The analysis of Russian case morphology undertaken in Pesetsky (2013)
seems to share both approaches. On the one hand, it attributes case marking to
a realization of a single feature — the syntactic category (part of speech, POS)
of the head: N marks the constituent it merges with genitive, D — nominative,
v — accusative, p — oblique. On the other hand, the realization of this feature
on a given lexical item can be thought of as an array of POS labels reflecting
its own syntactic category as well as syntactic categories of all constituents
that dominate it: thus, the noun stolu ‘table.DAT’ in (2) bears NGEN (as a lexical
noun), DNoM (as dominated by DP) and PpAT (as dominated by PP). At Spellout,
the One-Suffix Rule deletes all but the outermost case affix, yielding the correct
form stol-u ‘table-DAT’.

(2) [...[...[stoluyp]...op] ---pp]
POS:  (NGEN)

(NGEN-DNOM)
(NGEN-DNOM-PDAT)
Spellout: stol-Neen-Byxoem-PDAT

Pesetsky’s analysis effectively solves a persistent problem of Russian gram-
mar — the unintelligible weirdness of the numeral construction, thus proving
the claim the book starts with: “It is the oddest facts that sometimes provide
the most useful clues to significant properties of language” (p. 1). The obvious
question, however, is whether this successful analysis can be extended to
data from other languages, and if yes, which components of the proposal are
language-specific and which are universal. After a brief overview of French
data in 9.2, Pesetsky tentatively suggests that some of the assumptions, in-
cluding the main idea that case is a morphological realization of the features’
matrix, or prototype, of a head copied onto its sister constituent under merge,
are cross-linguistically valid.

The aim of this paper is to elaborate on the problem by discussing data
from Tsakhur (Lezgic/Dagestanian). I will propose an analysis of Tsakhur
case morphology based on the approach of Pesetsky (2013). I will argue that

A slightly different way to deal with the single-morpheme spellout of multiple uninterpretable fea-
tures on a DP is to consider the case morpheme as the realization of a feature bundle rather than of
a single feature and to rely on complex Vocabulary Insertion rules which include impoverishment
and context specification (Matushansky 2008a).
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Tsakhur is a case-stacking language which has no One-Suffix Rule, thus being
more similar to Lardil than to Russian.

The rest of the paper is organized as follows. Section 14.2 is an overview of
the Tsakhur case system. In section 14.3, I develop an analysis of Tsakhur based
on the assumption that case morphology on a given constituent is the realiz-
ation of the POS features of heads dominating this constituent. Section 14.4
elaborates the concept of the prototype of a syntactic category and argues for
more “degree of freedom” in its featural composition. In Section 14.5, [ address
the problem of locality of POS feature assignment. Section 14.6 concludes the

paper.

14.2 Tsakhur case system

Tsakhur is a language with a rich case system. In Kibrik (1999), the 18 case
categories of Tsakhur are divided into two groups: relational cases (nominative,
ergative, dative, affective, comitative, possessive) and spatial cases.? Nominal
categories also include number (singular, plural) and noun class. Tsakhur has 4
noun classes; the class membership is partly interpretable: class 1 nouns denote
human males, class 11 nouns — human females, inanimate and non-human
nouns are idiosyncratically distributed between class 111 and class 1v.

With a few exceptions, case morphemes in Tsakhur are attached in the
agglutinative manner (see Table 14.1). Nominative singular is the unmarked
form of the noun; in plural, nominative is unmarked with the plural stem
ending in -bi and marked -r with the plural stem ending in a long vowel. All
other case affixes are attached to the oblique stem.

Relational cases are primarily used to mark arguments of verbs and pre-
dicatives. Thus, ergative is the case of the transitive agent, affective marks
transitive experiencer, dative encodes the addressee and benefactive, possess-
ive marks the possessor in the predicative possessive construction (as in T've
got a horse’), comitative is used with symmetrical predicates, as well as in
instrumental function. Nominative is the default case, that is, it is found on the
sole argument of intransitive verbs and on the internal argument of transitive
verbs. Dative and comitative are also governed by a few postpositions. Spatial
cases are used to encode location, source and goal.

Here I follow Kibrik’s (1999 and elsewhere) terminology so that the term ‘absolutive’ is reserved
to denote the thematic macro-role incorporating the theme argument of the transitive verb and
the sole argument of the intransitive verb. The morphological case that realizes this macro-role in
ergative languages is referred to as ‘nominative’.
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jalq ‘way’ jed; ‘mother’
SG PL SG PL
NoMm jalq jalg-bi Jjed; jed-a-r
J J-rL J J-PL-NOM
ERG  jalg-i-n jalq-b-is-e jed-é jed-a-s-e
J-OBL-ERG  -PL-OBL-ERG J-OBLERG  +-PL-OBL-ERG
DAT  jalq-i-s jalq-b-isi-s jed-i-s jed-a-si-s
J-OBL-DAT  +-PL-OBL-DAT J-OBL-DAT  +-PL-OBL-DAT

com jalg-i-k,a  jalq-b-iSi-k,a jed-i-k,a jed-a-si-k,a
J-0BL-cOM  -PL-OBL-COM J-0BL-cOM  -PL-OBL-COM

Table 14.1: Partial paradigm of nouns jalq ‘way’, jed; ‘mother’

Unlike other Dagestanian languages, Tsakhur lacks genitive case. All the
adnominal DPs bear a specific morphology that Kibrik (1999) refers to as
attributive. Attributive-marked DPs fall into various semantic types associated
with the genitive construction cross-linguistically; in (3), some of them are
exemplified:

(3) a bajram-i-n Gel, b. bajram-i-n Xaw

Bajram-OBL-ATTR leg
‘Bajram’s leg’

c. jaziC-i-n kitab
writer-oBL-ATTR book
‘the writer’s book’

e. Xolji-n kil,o
flour-oBL-ATTR kilo
‘kilo of flour’

Bajram-0BL-ATTR house
‘Bajram’s house’

daraR-i-n gurt
silk-OBL-ATTR dress
‘silk dress’

kul,fat-i-n paltar

child-oBL-ATTR clothing

‘children’s wear’

As we see in (3), attributive suffix, similarly to case suffixes, attaches to the
oblique stem of a nominal. However, Kibrik (1999) argues that attributive is
not a (genitive) case. The reason is that attributive suffix appears on every
NP-internal constituent, be it an adjective, a demonstrative, a case-marked DP,
a postpositional phrase or a relative clause. Thus, in (4a) jug ‘good’ is used as
an adjective and therefore receives the attributive suffix (cf. the form jug-da
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‘well’ in adverbial uses). In (4b), the demonstrative pronoun obligatorily bears
the attributive morphology. (4c—d) show NP-internal case-marked DP and PP,
respectively. Finally, (4€) is an example of a relative clause which is formed by
adding the attributive suffix to one of the three verbal stems, in this case, the
imperfective one.

(4) a  jug-un Xaw
good-ATTR house
‘a good house’

b. ma-n gurt
this-ATTR dress
‘this dress’
c. tet’-b-isi-k,a-n gurt

flower-PL-OBL-COM-ATTR dress
‘a dress with flowers’

d. ij-el; uRa-n samal;ot
earth-oBL-sUPESs above-ATTR airplane
‘an airplane above the ground’

e. ag,-é-n¢e nur gja-n SejiX-a-r
face-IN-EL light come.IPF-ATTR saint-PL-NOM
‘saints whose faces emanate light’

The obvious analysis of the attributive is that it is a functional head which
enables a constituent to become an NP modifier. The data fit perfectly within
the system proposed by Edward Rubin (2002, 2003) where all the modifiers
are structurally identical in that they are embedded in the functional shell,
ModP, which in some languages surfaces as some additional morphology like
Chinese particle de or Russian “long form” of adjectives.

(5) a [Moar Mod [xp ... ] ]

b. na yiben zai zhuozi-shang de shu Chinese
that one at table-Top Mod book
‘that book on the table’

c.  vysok-oye  derevo Russian
tall-Mod.AGR tree
‘a tall tree’

The analogy with Rubin’s data is further supported by the fact that Tsakhur
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SG PL
Class 1 -na  -(i)n
Classttu -na -(in
Classir  -na  -(in

Classtv  -(i)n -(i)n

Table 14.2: Attributive suffix agreement

attributive suffix shows agreement with the head noun in class and number, as
shown in Table 14.2. In the examples above, the head noun is plural or belongs
to class 1v; accordingly, the attributive suffix has a form -(i)n. With a class
1-111 singular head, however, the attributive suffix -na (glossed thereafter as
AA, animate attributive) is used.

(6) a. Xol-ji-n kilo b. Xol-j-na masuk
flour-oBL-ATTR kilo.1v flour-oBL-AA sack.InI
‘kilo of flour’ ‘a sack of flour’

What is unusual with Tsakhur attributive suffix is that it distinguishes between
the nominative form of the head noun and all other forms; the non-nominative
forms trigger the invariable oblique form of the attributive suffix -ni, glossed
as AOBL (7b, 8b). Attributive form of a head noun counts as oblique (7c, 8c).

(7) a  Xol-j-na masuk
flour-oBL-AA sack.III
‘a sack of flour’

b.  Xol-j-ni masuk-a-k a
flour-oBL-AOBL sack.III-OBL-COM
‘with a sack of flour’

c.  Xol-j-ni masuk-a-na q'imat
flour-oBL-AOBL sack.III-OBL-AA price.III
‘the price of a sack of flour’
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(8) a. Xe-b-na masuk
big-11-AA sack.Ix

‘a big sack’

b.  Xe-b-ni masuk-a-k,a
big-111-A0BL sack.III-OBL-COM
‘with a big sack’

c.  Xe-b-ni masuk-a-na q'Imat

big-111-AOBL sack.III-OBL-AA price.III
‘the price of a big sack’

Let’s suppose that the “direct” attributive suffix is indeed an exponent of a
syntactic head mediating the embedding of an XP under the nominal projection.
The “oblique” attributive suffix then signals not only this embedding, but also
the syntactic position of the higher NP. In (7c), for instance, -ni spells out the
double embedding: that of the NP XoI ‘flour’ under the NP Xoljna masuk ‘sack
of flour’, and that of the NP Xoljna masuk ‘sack of flour’ under the biggest NP
Xoljni masukana q'imat ‘the price of a sack of flour’. This reasoning cannot be
implemented in the Mod agreement analysis in an obvious way; however, it
fits perfectly into the case-stacking analysis put forward in Pesetsky (2013). In
the next section, I develop the proposal in more detail.

14.3 Proposal

I adopt the main idea of Pesetsky (2013) that case morphemes are exponents
of a syntactic category the given constituent merges with. The case —POS
correspondence for Tsakhur is given in (9).
(9) a. Attributive =N

b.  Nominative = D

c.  Ergative = VIR

d.  Affective = VExp

e. Possessive = VBE

f. Dative, comitative, spatial cases = P (PpAT, Pcowm, ...)
Thus, if a constituent XP is merged with a projection of N, it gets the attributive

morphology. A constituent merged within DP acquires a nominative case affix.
Three relational cases — ergative, affective and possessive — are exponents
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of different Vs: transitive, experiential and existential. All other cases reflect
merging with a postposition, overt or null.
Let’s see how (7b) can be derived in this system.

(10) a. [y [y XoI 1]

flour.n
b. [pp [wp [v Xol ]]1 D]
flour.N-D
c. [w [op [xe [ Xol 11 D] [y masuk]]
flour.N-D-N sack.N
d. [pp [we [pp [ [n XoI 11 D] [y masuk ]] D ]
flour.N-D-N-D sack.N-D
e [pp [op [np [pp [ne v Xol 11D ] [y masuk 11 D] P]
flour.N-D-N-D-PCOM sack.N-D-Pcom

The derivation starts with the noun XoI ‘flour’ of the syntactic category N.
However, there is no evidence that Tsakhur nouns are “born attributive”, unlike
their Russian counterparts, which, according to Pesetsky, enter the deriva-
tion bearing genitive morphology, thus realizing the principle “You are what
you assign”.4 For instance, Russian “primeval genitive” can be observed on
the nouns in numeral constructions.> On the contrary, Tsakhur bare nouns
(e.g. presumably incorporated components of complex predicates) show nom-
inative singular morphology exclusively. We can conclude, therefore, that if
Tsakhur noun is “born attributive”, it is in the same sense as Russian transitive
verb is born accusative or Russian preposition k ‘to’ is born dative. If a Tsakhur
root is categorized as N in the lexicon, it has a suppletive form of the “primeval
attributive” (10a).

The next step is embedding of the NP under D (10b). I remain agnostic about

More specifically, this principle suggests that “... every element that comes from the lexicon as a
noun, determiner, verb, or preposition could equally well be described as coming from the lexicon
assigned to the corresponding case categories. In other words, from the point of view of the
syntax, every noun can be described as “born genitive”, every verb as “born accusative”, every
determiner as “born nominative”, and every preposition as “born oblique”’ (Pesetsky 2013: 8)
Pesetsky argues that the genitive form of the post-numeral constituent (e.g. éti dva molodyx
aktéra ‘these two young actors’, éti pjat’ novyx stolov ‘these five new tables’) is a realization of
the primeval genitive which the nouns aktér ‘actor’ and stol ‘table’ entered the derivation with,
and which the higher head D was unable to overwrite as nominative.
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jalq ‘way’ jed; ‘mother’
SG PL SG PL
Root  jalg jalgbi jed; jeda
J.N J.PLN J.N J.PL.N
NoM  jalq-@ jalgbi-@ jedi-@ jeda-r
J.N-D J.PL.N-D J.N-D J.PL.N-D
ERG  jalq-i-n jalq-b-is-e jed-é (<-i-e)  jed-a-$-e
J.N-D-V;; V.PLN-D-V, JN-D-V V.PLN-D-V

Table 14.3: Nominal paradigm reinterpreted

whether the characterization of Tsakhur as a DP-language is independently
motivated in syntax. However, it seems that the case-stacking system I'm
developing here necessitates the DP-projection. One of the arguments has to
be postponed until section 14.5; the other argument that we are turning to
now is morphological. Let’s come back to Table 14.1 and consider the nominal
paradigm. We can observe that nominative is either unmarked or overtly
marked, and in the latter case it is complementarily distributed with the
oblique stem suffix. Suppose that the unmarked nominative form contains a
null suffix; if so, all the case forms of a noun contain either a nominative suffix
or an oblique suffix. I suggest that this is an exponent of a category D which is
assigned to an NP after it merges with D. Accordingly, the nominal paradigm
is to be reinterpreted as in Table 14.3.

In (10c), the DP Xol ‘flour’ merges with the noun masuk ‘sack’. Being
inherently N, the head noun marks the DP attributive. The noun Xo! ‘flour’
ends up bearing an array of suffixes D-N. (10d) repeats the step in (10b); this
time, the higher NP is embedded under D. Finally, the DP ‘a sack of flour’
merges with a null postposition assigning comitative. The postposition Pcom
marks this DP as Pcom, and the morphological exponents of this feature end
up on both XoI ‘flour’ and masuk ‘sack’.

Now we are in a position to formulate the rules of case realization. Let’s
start with (10d) representing the nominative (= independent) form of the DP ‘a
sack of flour’. It is clear that there is no such thing as One-Suffix Rule operating
in Tsakhur. Were it so, (10d) would be spelled out as two unmarked nominal
stems with null nominative case suffixes, as in (11).
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(11) *flour.N-B-N-D sack.N-D
JN -NOM/OBL ¥.N -NOM/OBL
Xol -@ masuk-@

‘a sack of flour’

Therefore, we conclude that all the POS exponents on the nominal stem contrib-
ute to the morphological makeup of the nominal. With (10d), this contribution
is rather straightforward: N is spelled out as an attributive suffix, the “final”
D is a nominative suffix, and the “intermediate” D is an oblique suffix. The
representation in (12) results.

(12) flourN-D -N -D sack.N-D
J.N -NOM/OBL-AA-NOM/OBL V.N -NOM/OBL
Xol -j -na-@ masuk-@

‘a sack of flour’

Turning to (10e), we can easily build the right form of the noun masuk ‘sack’
by making use of the same correspondence rules we applied to (12): thus, Pcom
is spelled out as a comitative case suffix, and the “intermediate” D is mapped
into the oblique suffix. The spellout of the noun XoI ‘flour’ is more complicated.
The array of four POS labels — D-N-D-Pcom — is required to be mapped into
two pieces of morphology: an oblique stem suffix and an oblique attributive
suffix. I propose that the spellout process starts with the stem and proceeds
rightwards, to the effect that the first “intermediate” D is mapped into the
oblique suffix. Then, any array of POS labels starting with N and containing at
least one label distinct from D (that is, V, P, or N) is spelled out as an oblique
attributive suffix (13).°

(13) flourn-D -N-D-PCOM sack.N-D -PCOM
J.N -NOM/OBL-AOBL J.N -NOM/OBL-COM
Xol 4 -ni masuk-a -k,a

‘with a sack of flour’

The theory generating the derivation in (10) and the mapping matrices in

I believe that this preliminary sketch of how the spellout in Tsakhur works can be further
elaborated within whatever reasonable spellout theory, e.g. Distributed Morphology or some
version of nanosyntax. It should be emphasized that even in coherently case-stacking languages
like Kayardild, some combinations of morphemes are prohibited; in this case, one of them is
deleted, or the non-legitimate array is replaced by a portmanteau morpheme (Evans 1995: 129ff). For
the time being, I do not want to commit myself to a particular solution and leave the formulation
rather vague.
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(12)—(13) is certainly incomplete: first, it lacks a mechanism that determines
the agreement of the attributive suffix with the head noun in class and number
(cf. Table 14.2); secondly, it fails to determine whether the POS label stacking
is restricted in some way, or the label array grows monotonically in the
apparently infinite recursive procedure. I will address these issues in due
course in sections 14.4 and 14.5; at this stage, however, I turn to the relational
cases that are associated with the syntactic category of verb in (9).

Being an ergative language, Tsakhur shows the ergative case marking on
the external argument of the transitive verb (14a). A special type of transitive
construction emerges with experiential verbs (14b) and the possessive be (14c).

(14) a  all-e jalq alja?-a.
Ali.1.OBL-ERG road.rv 1v.build-1pF
‘Ali is building a road’
b.  bajram-i-k’le jis-da miz w-ac'a.

Bajram.I-OBL-AFF we.OBL-AA language.l11 I11I-know.IPF
‘Bajram speaks (=knows) our language’

c. bajram-i-qa-d  jug-un Xaw wo-d.
Bajram.1-poss-1vgood-ATTR house.rv be-1v
‘Bajram has got a good house’

Crucial for the current proposal is that relational case assignment in Tsakhur
is completely independent of the presence of the (finite) T: whatever verbal
form, including infinitive, participle, converb or nominalization, licenses all the
arguments and all the cases available in the finite clause. Therefore, Tsakhur
is neither an ABS=DEF nor an ABs=NoOM language in the typology of Legate
(2008). This leads us to the conclusion that all the verbal arguments and all
the relational cases are licensed VP-internally.”

According to (9), ergative case is a realization of VTR on a DP. That is,
merging a DP within the projection of a transitive verb will result in ergative
morphology landing on this DP. This reasoning, however, makes false predic-
tions: it derives VTR label, and, consequently, the ergative case suffix, on both
arguments of a transitive verb (15), which is totally ungrammatical.

For the sake of brevity, I depart from the shell architecture of the verbal domain and adopt a
simpler version where both the external and the internal arguments are projected within a lexical
verb phrase. Nothing in the analysis crucially depends on this assumption; however, in a VP-shell
system, deriving “Burzio’s generalization” would require some additional mechanisms.

203



Tsakhur as a case-stacking language

(15)  *[lve [op Lwe allll-e [v [prlxe jalql-il-n alja’?- 11
Ali.N-D-VTR road.N-D-VTR build. VTR

Therefore, we have to somehow derive a “dependent” (in sense of Marantz 1991)
character of the ergative case. The idea is that only after the transitive verb
has merged with its internal argument, it is able to merge with the external
argument and mark it with VTR label.

I believe that what we need here is a condition on feature assignment
similar to the conjecture independently motivated for Russian in Pesetsky
(2013: 28): “only an element whose complementation requirements have been
met qualifies as a feature assigner”. I suggest that in Tsakhur a transitive verb
has to project its arguments (=discharge its 0-roles) in order to qualify as a
feature assigner. If this is indeed the case, merging the verb with the internal
argument in (16a) will not result in POS label copying because the verb has
not satisfied its argument requirements yet. Only the second merge with the
external argument will enable the verb to assign its VTR feature (16b), and
this is how the corresponding POS label ends up on the external argument
exclusively (16¢).

(16) a. [v [op Lw jalg 1 -@] alja?- 1]
rOad.N -D build.VTR<9%9EXT)
b. [vo [op [np all 11 v [or [ne jalg ] -@] alja?- 1]
Ali.N-D road N -D  build.VTR g g
¢ [v [pp [ww all 11-¢  [v [op [w jalg ] -2] alja?- 1]
AliN-D -VTR roadN -D  build VTR g o)

A similar analysis applies to the affective (VExp label) and possessive (VBE)
case markers.

One important comment must be made at this point. The current proposal
makes a clear distinction between the three relational cases (ergative, affective
and possessive) as assigned by a transitive verb, and other relational (dative,
comitative) and spatial cases as assigned by an overt or null postposition. This
is where my approach diverges from a widely-adopted analysis of the ergative
as an oblique case, probably an exponent of a morphologically deficient adpos-
ition or assigned by a null (phonologically deficient) adposition, analogous to
English by-phrase (Carstens 2000, Asbury 2008, Markman & Grashchenkov
2012).
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The reason why I prefer to treat the three “verbal” cases differently is their
distribution. First, all “postpositional” cases can be assigned by overt postposi-
tions, whereas there is no overt postposition assigning ergative, affective or
possessive. Secondly, we never find any piece of morphology over the three
“verbal cases”, while other case forms can be further attributivized (4c). Under
the current proposal, this peculiar behavior of the three cases in question re-
ceives a principled explanation under the two assumptions: that they emerge
only in a verbal projection and that a verbal projection (or a higher projection
in a clause) constitutes a barrier for feature assignment, so that merging the
clause with a noun would not yield the attributive morphology landing on the
clause’s DPs.

The last thing to be said here is about postpositions in Tsakhur. As it turns
out, Tsakhur postpositions fall into two classes. The first class, which we have
discussed above, includes those postpositions that assign dative, comitative
or spatial cases. The second class is formed by postpositions that govern an
attributive-marked DP. The important detail is that only the oblique attributive
form is available. The oblique attributive marking is not surprising since these
postpositions are morphologically complex and correspond to the spatial
case form of an independently attested noun with locational semantics (front,
backside, bottom, etc.). Therefore, we expect the postpositional phrases of this
type to coincide structurally with oblique cases of “genitive constructions” like
(7b), which is indeed the case. Thus, the PP ‘behind the tree’ in (17a) is identical
to the PP ‘on Bajram’s back’ in (17b) where the noun jilg” ‘back’ is used in
its lexical meaning. Moreover, the construction in (17b) is even ambiguous
between the two interpretations, because the DP Bajram is compatible with
both lexical and functional meanings of the noun jilg" ‘back’.

(17)  a. jiw-ni jilq'-a-; b. bajram-ni jilq'-a-];
tree-A0BL back-OBL-SUPESS tree-A0BL back-OBL-SUPESS
‘behind the tree’ ‘onBajram’s back’ / ‘behind Bajram’

To sum up, it seems plausible that the Tsakhur case morphology on a given
constituent reflects a hierarchy of embedding via copying POS labels of the
embedding heads. In the next section, I will present a more precise character-
ization of this copying process and specify “what is copied where when in

which language”.?

8 This quote is an allusion to the title of Richards’s (1997) PhD thesis.
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14.4 Features, agreement and the structure of the
prototype

Discussing peculiarities of Russian paucal construction, Pesetsky (2013) ob-
serves that the GEN.PL morphology on the adnominal paucal DP in (18) has two
different sources. Case morphology (that is, the POS specification as NGEN) is
aresult of merging this DP with the noun stol ‘table’. The source of the number
specification on a postpaucal noun aktérov ‘actors’, however, is more intricate.
It cannot be the noun stol ‘table’, because it is clearly singular. It cannot be
the plural D, because D itself cannot assign features to the postpaucal noun
(ct. éti poslednije dva aktér-a (GEN.NUMBERLESS) / *aktér-y (NOM.PL) ‘these last
two actors’.

(18)  krasivy-j stol-b [bp et-ix posledn-ix dvu-x
beautiful-m.NOM.SG table-NoM.sG these-GEN.PL last-GEN.PL DU-GEN
molod-yx aktér-ov ]

young-GEN.PL actor-GEN.PL
‘these last two young actors’ beautiful table’ (Pesetsky 2013: 95 (115))

Pesetsky concludes that the feature assignment from « to §§ shall be mediated
by a “prototype” of & (@) which is a matrix of features specific for the syntactic
category a belongs to. All the features but POS feature are unvalued on the
prototype, to the effect that when the prototype merges with a paucal DP in
(18), it agrees with it in number and then imposes the valued features’ matrix on
the paucal DP. The relevant part of the feature assignment rule is given in (19).

(19) Feature Assignment (FA) (Pesetsky 2013: 99 (121))
Copying: When a merges with f, forming [, af], if « has satisfied its com-
plementation requirements and is designated as a feature assigner for f, its
prototype a" is immediately merged with f, forming [, « [ a" B]].

The analysis outlined above raises an important question: which features can
be copied from « to f§ besides the POS feature? In other words, is the POS
feature the only valued feature of the prototype?

It appears that for Pesetsky, the answer is clearly positive. Indeed, among
the grammatical features of the Russian DP, only the case feature (that is,
POS feature of the head in the current system) is determined outside of this
DP. However, this is not universally true. First of all, we should distinguish
between the two kinds of the same feature: interpretable (and valued on a
head before entering into derivation) and uninterpretable (and valued by
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agreement). Usually, these two “flavors” of a feature are distributed between
syntactic categories. Thus, the person or number feature is interpretable for a
DP but uninterpretable for V or T. But it is also possible that both kinds of a
feature are present on the same syntactic category. In many languages, the
head noun in the possessive construction shows agreement with the possessor
DP in person, number or noun class. In Tatar example (20) the head noun bala
‘child’ bears the possessive affix triggered by the genitive-marked possessor.
No matter whether this morphology sits on N or rather D; what is crucial is
that « can agree with f in a feature F that is already valued on «a. Needless to
say, valuing the uninterpretable flavor of F (Fu) via agreement on « does not
change the value of the interpretable flavor of F (F1) on a: (20) clearly shows
that despite the 1p1 affix on the head noun bala ‘child’, the DP beznen balabiz
‘our child’ itself is clearly 3sG.

(20)  bez-nen bala-biz kil-de-@ / “kil-de-k / “kil-de-lar. Tatar
we-GEN child-1PL come-PST-35G / *come-PST-1PL / *come-PST-3PL
‘Our child came’

The reasoning above suggests that, in principle, nothing prevents the prototype
from containing a valued grammatical feature besides the POS feature. If the
prototype a° contains a feature F valued as ¢, it can be realized on f as an
uninterpretable feature Fu. I believe that this is exactly what happens in
Bagwalal (Andic/Dagestanian) where the genitive suffix shows agreement
with the possessee in noun class and number (Kibrik 2001).

(21) a. ima-3u-b X,an
father-oBL-GEN.NH horse.NH
‘the father’s horse’

b.  ima-Su-r X,an-i
father-oBL-GEN.NH.PL horse.NH-PL
‘the father’s horses’

c.  ima-3u-j jas
father-oBL-GEN.F sister.F
‘the father’s sister’

Going back to Tsakhur, we can derive the agreeing attributive suffix of a
prototype containing valued POS feature, as well as valued class and number
features that are realized on the constituent merged with this prototype as
uninterpretable features.
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With this in mind, let us discuss the realization of the N* prototype in
Tsakhur. Based on the striking parallelism between Russian genitive case
marking and French preposition de, Pesetsky suggests (p. 99 ff) that there can
be different ways of realizing the prototype. Russian-style realization makes
use of the word-level case morphology that characterizes every subconstituent
of a DP. French-style realization is an opposite extreme when the prototype
is realized phrasally, on the level of the maximal projection. How can we
characterize Tsakhur in this respect?

It seems that Tsakhur represents an intermediate stage between Russian
and French. On the one hand, case and attributive suffixes land on a noun as
pieces of word-level morphology; moreover, the “first-level” maximal projec-
tions in a DP show exponents of the prototype merged with this DP. In (22b),
the PpAT" prototype (which emerged when the DP in (22a) merged with a
silent PDAT postposition) is realized on the head noun gade ‘boy’ (as a dative
case affix) and on every modifier in this DP (as an oblique attributive affix).

(22) a. hajna ali malktab-e-qa ark’in-na  akel-i-k,ama  gade
this-aA high school-IN-ALL 1.g0.PFV-AA wit-OBL-cOM-AA boy
‘this smart boy that entered the high school’

b.  haj-ni ali  malktab-e-qa ark’in-ni akel-i-k,a-ni
this-aoBL high school-IN-ALL 1.g0.PFV-AOBL Wit-OBL-COM-AOBL
gade-j-s
boy-oBL-DAT
‘to this smart boy that entered the high school’

On the other hand, constituents of other syntactic categories are opaque with
respect to the eventual realization of a higher prototype on an XP dominated
by them. Thus, in (23a) the N* prototype merges with a small clause headed by
a particle na (homonymous to one of the attributive suffixes). The DP zerana
njak ‘cow’s milk’ is nominative, as signaled by the form of the attributive
suffix. If it were the case that the N* prototype had percolated through the
PredP, we would find attributive morphology on the noun ‘milk’ and, con-
sequently, the oblique attributive affix on the dependent DP ‘cow’s’. Example
(23b) demonstrates that CP is also opaque and does not allow the N* prototype
to surface on the clause-internal DPs. Finally, in (23c) the N* prototype is
realized adjacent to the postpositional phrase but cannot percolate to the DP
it dominates.
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(23) a.  [prap [pp zer-a-na nak ] -na ] -na jiq’
cow-OBL-AA milk.III -PRED -AA soup.III
‘soup of the cow’s milk’ (Kibrik 1999: 387 (109a))
b.  [cp Xalq-i-n k'art'if-a-r ajre ] n Ziga

people-OBL-ERG potato-PL-NOM plantIPF -ATTR place.lv
‘the place where people plant potatoes’

¢ [pp €lije] uRa ] -n samal;ot
earth-oBL-sUPEss above -ATTR plane.rv
‘a plane above the ground’

To sum up, Tsakhur grammar makes a clear distinction between nouns and
other syntactic categories. First, only nouns allow prototype realization by the
word-level morphology. If we notice that the N* prototype itself is a noun, the
simple generalization emerges: only heads of the category N can realize POS
prototypes at the word level. Secondly, only nominal constituents (NP and DP)
are transparent for the prototype percolation. We can tentatively suggest that
these two properties are not independent from each other. This suggestion,
however, requires a more detailed investigation.

Our last question concerning the structure of the prototype relates to
the interpretability of its features. As I stated above, if the prototype a" con-
tains a feature F valued as ¢, it can be realized on f as an uninterpretable
feature Fu: ¢. On the view that f§ agrees with the (silent) prototype valuing
p’s uninterpretable feature Fu and realizing it as the word-level morpho-
logy, the feature F on the prototype can be both interpretable and uninter-
pretable. But if the phrase-level morphology adjacent to § is a realization
of the prototype itself, the feature F of the prototype can only be uninter-
pretable.

Merging a DP with a masculine plural noun by no means makes this DP
denote a group of men. In the similar vein, merging a DP with a postposition
does not make this DP become a postposition. What the postpositional mor-
phology on the DP signals is that it is in the projection of the postposition. This
is a purely syntactic, or configurational, information that has no impact on
the interpretation of this DP. Therefore, the POS feature of the prototype is
generally uninterpretable.

Can we think of a situation when the POS feature of the prototype is
interpretable? I believe that this is exactly the case of conversion, or category
changing. Merging a constituent of the category X or a category-neutral
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root with a prototype containing an interpretable POS feature will make this
constituent or root acquire this POS.

Interestingly, Tsakhur possesses a very productive mechanism of sub-
stantivization which can be thought of as merging a constituent of whatever
category with the N* prototype containing interpretable POS (and noun class)
features. In (24), some examples of substantivized constituents of different
categories are represented. (24a) shows a deictic pronoun (ma- ‘this’) which is
used as an anaphoric pronoun when substantivized. (24b) is an example of the
free relative. Some substantivized phrases get idiomatic — thus, the word for
footwear is literally “on the foot” (24c).

(24) a. ma-n-Gi-s
this-ATTR-OBL.II-DAT
‘to her’

b.  [mi¢alr ek’ra suRoc ] -in-Gu-s
in.the.morning early get.up.PFV -ATTR-OBL.I-DAT
‘to (the male person) who got up early in the morning’

c.  Gel-i-l-in
foot-OBL-SUPESS-ATTR
‘footwear’

The morphological structure of the substantivized phrases suggests that it is the
attributive affix that converts constituents into nouns. In light of our previous
claim that the attributive affix spells out the N° prototype, it is N° that makes a
constituent a noun. However, we have to distinguish between the two flavors
of the N* prototype: the “substantivizing” prototype N°; with an interpretable
POSI feature and the “agreeing” prototype N*,; with an uninterpretable POSu
feature. This distinction is crucial for the spellout: thus, the word ma- ‘this’ in
(252) and (25b) bears the same array of labels (that is, of prototypes), as (26a-b)
demonstrates. The only difference between the two arrays is that for (25a), the
array starts with the “agreeing” prototype N*; (26a), whereas for (25b), its first
label is the “substantivizing” prototype N°; (26b).

(25) a. ma-ni zal?fa-j-s b. ma-n-Gi-s
this-AOBL woman-OBL-DAT this-ATTR-OBL.2-DAT
‘to this woman’ ‘to her’
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(26) a. this -N°, -D* -Ppar" womanN -D -Ppar’
Vv -AOBL J.N -NOM/OBL -DAT
ma -ni zal?fa -j -s

‘to this woman’

b. this -N°, -D° -Ppat’
v -AA -OBL -DAT
ma -n -Gi -s
‘to her’

Now we can restate our realization rules in the following way: an array of
prototypes starting with N*;; prototype and containing at least one more
prototype out of the set {V*, P*, N°} is realized cumulatively as an oblique
attributive suffix. Otherwise, every prototype is realized separately with a
dedicated piece of world-level or phrase-level morphology.

14.5 Locality and the timing of feature assignment

The aim of this section is to explore eventual locality conditions on the feature
assignment in Tsakhur. It shall be noted that the putative locality restrictions
are to a significant degree obscured by the specific rules of the prototype
realization. As we noted in section 14.4, the non-nominal constituents only
allow the prototype to be realized at the phrase level, and do not let it percolate
inside. The only type of constituents allowing the morphology to percolate
across their boundaries are NP and DP. Unfortunately, NP-internal modifiers
are realizing N°, prototype. Thereby, when the further morphology lands on
them, it invariably yields a cumulative portmanteau morpheme -ni (oblique
attributive suffix), so that we cannot tell apart different prototype arrays, such
as -N°*;-D*-PpAT", -N*;-D*-N*, -N*,-D*-PpAT"-N*, -N*;-D*-PDAT"-N"-D*-V TR’
etc. For this reason Tsakhur lacks a clear evidence for locality-induced fails of
feature assignment.

What is interesting about Tsakhur, however, is the unusual “non-locality”
of feature assignment across the DP boundary. Suppose that the timing of
feature assignment (FA) and spellout is as proposed in Pesetsky (2013: 88) and
represented here in (27):

(27) Timing of operations relevant to Spell-Out of a phase ®
Step 1: The syntax constructs ®.
Step 2: Merge (a, D).
Step 3: FA applies.
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Step 4: Spell-Out applies to ® (freezing it for further applications of FA).

For both Russian and Lardil, (27) together with the assumption that DP is
a phase correctly predicts that feature assignment across a DP boundary is
restricted to the element with which that DP merged. In other words, to predict
the morphology on a DP we have to wait as long as it undergoes the next
merge.

With this in mind, let’s consider the Tsakhur example in (28). What we
are interested in is for how long the spellout of a DP Xo! ‘flour’ must be
postponed. (28a) shows the first merge of this DP with the noun masuk ‘sack’.
The feature assignment process adds an N*, prototype. Had the DP undergone
spellout at this stage, it would have the form Xoljna, as in (28a). But the
resulting morphological shape of this DP can change after the dominating
DP undergoes merge and feature assignment (28b). Only at this moment, the
lower DP is immune to further applications of feature assignment, or, more
precisely, cannot realize them morphologically.

(28) a.  [pp [pp Xol-jna ] masuk ]
flour-oBL-AA  sack.IiI
‘a sack of flour’

b.  [pp [pp [pp XoI-j-ni ] masuk-a-na ] q'imat ]
flour-oBL-AOBL  sack.III-OBL-AA  price.III
‘the price of a sack of flour’

How can we account for this “delayed activity” of the DP? One way out is to
say that DP is not a phase in Tsakhur. In the absence of syntactic evidence for
the eventual phase-hood of the Tsakhur DP we shall not dismiss this possibility.
Yet suppose that DP turns out to be a phase. In this case, I see two potential
solutions of the puzzle. First, we can slightly adjust (27) to allow the head (and
specifiers) of the phase to survive the spellout:

(29) Timing of operations relevant to Spell-Out of a phase @
Step 1: The syntax constructs ®.
Step 2: Merge (a, D).
Step 3: FA applies.
Step 4: Spell-Out applies to the complement of @ (freezing it for further
applications of FA).

(29) will freeze not the DP, but rather its complement NP. In order to save the
head N from an early spellout we shall assume its movement out of NP. The
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obvious goal of this movement is D, which is plausible if we keep in mind that
the features of N influence the selection of the nominative case affix and the
form of the oblique stem.

Secondly, we can think of a possibility that sending a phase to the spellout
only freezes its syntactic representation, whereas the spellout itself, that is,
forming the PF representation, is postponed until the sentence processing is
complete.® It is only at this stage that the realization rules come into play. If
so, we can consider oblique attributive morphology in (28b) as a realization
of the concatenation of (phase-internal) word-level morphology and (phase
external) phrase-level realizations of prototype, as the representation in (30)
shows.

(30)  [or [op [pp flourN -D  i-N]-D*-N'isackN -D-N]-Dr price -D]

VN  -0BL -AOBL VN  -0BL-AA-NOM V.N  -NOM
Xol -j  -ni masuk -a-na-@ q'imat -@
‘the price of a sack of flour’

14.6 Concluding remarks

This paper is an attempt to extend the empirical coverage of an appealing idea
that case is an interpretable feature after all, and that case morphology on a
DP is the realization of the POS features of heads dominating this DP. Since
a DP can be in principle dominated by more than one maximal projection,
case morphemes are not mutually exclusive. This gives rise to the second
idea — that case morphology can stack on a constituent reflecting the hierarchy
of projections this constituent is embedded under. Case stacking can be covert,
if realization rules suppress all but one case affix, or overt, if no such rules
apply. In this respect, Tsakhur data is of significant interest because it displays
the overt case stacking phenomenon.

Another characteristic of Tsakhur is that it demonstrates both word-level
and phrase-level realization of the prototype. Moreover, Tsakhur allows us to
clarify significantly the possible featural composition of the prototype: thus,

This is essentially what David Pesetsky proposes for Lardil genitive puzzle (Pesetsky 2013: 102-110).
The very similar idea is implemented in Norvin Richards’ (2007) analysis of Lardil where PF
Spellout of a constituent can be delayed and take place after its LF Spellout, to the effect that
phase-external morphology may surface on this constituent in PF. I'd like to thank Peter Arkadiev
for drawing my attention to the similarity of the two proposals, as well as for other useful
suggestions.
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I argued that the prototype can in principle contain other valued features
besides the POS feature. Furthermore, there is evidence that the prototype is
indeed involved when a constituent changes its syntactic category — e.g. gets
substantivized. However, Tsakhur seems to give the two N* prototypes — the
“substantivizing” prototype and the “agreeing” prototype — a slightly different
spellout.

I admit that the case-stacking theory and its application to Tsakhur may
seem odd. As a response to such objections I want to paraphrase the statement
by David Pesetsky that I cited in the introductory section: “It is the oddest
theories that sometimes are the most useful tools in the study of language”
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PYCCKI/IC MECTOMMEHUNA N CHATAdA

YTBEPANTETbHOCTDb

Enena Buxroposna Ilagyuesa

IMocestaercs Bap6ape, moporoit u a06muMoit

Bapb6apa [Tapti 3aHMMaeT yHUKaJIbHOE MECTO B MOelI KM3HU U HayKe. Pasy-
MeeTcs, He TOJIbKO Moell, a MHOTMX I MHOTUX JIMHTBIICTOB Pa3HBIX CTpaH I
KOHTMHEHTOB — BCe MBI BMeCTe 00pasyeM HEeKUII HaTypaJIbHBIN KJIAcC: 9TO
KJIacC JIIOfIelt, KOTOpbIe — KTO II0 TPaH3UTUBHOCTH uepe3 Bapbapy, a KTo u
IIPOCTO TaK, HEIOCPEACTBEHHO, — JIIOOAT APYT Apyra.

Bapb6apa npuioxnia HeMajble YCUINSI K TOMY, UTOOBI COMM3UTD ITO3UIUN
JIMHTBIUCTOB (popMasIbHBIX U HehOpMaJIbHBIX HAIIpaBJICHNII B ceMaHTuKe. B
IaHHOI paboTe cTaBUTCA 3aJada, Ha KOTOPOJ MOXKHO ITOKa3aTk, UTO 3TO
cOpKeHMe JeICTBUTEIBHO JaeT IUIOABL.

15.1. MecTtoumeHus n oTpuLaHne

51 6yny anesumuposats K mokiany (Partee 2012), KOTOPBIIL ITOCBAIIEH PYCCKUM
KBaHTOPHBIM CJIOBAM MH020 M MHOZuil.' Mosi KOHeuHas 3amada — IaTh 06b-
SICHEHUE CIIEeNYIOIEMY IIPUMEPY YIOTPeOIeHNUs CI0Ba MHO2Uil (B CpeTHeM
pope, T.e. MHOzoe):

(1) <...>ona [Auna I'puropnesna [locToeBcKas], “uTo6bI MHO02020 He 3a6bimby, obelna-
Jla 3aBeCTM 3anUCHYI0 KHIDKKY (M3 mucbma A. T. J[locToeBCKOI MaTepy — LIAT.

1 [lanHas paGora ObLra BBIIIOIHEHA IIpy puHAHCOBOII nopnepxke PTH®, rpanT Nei4-04-00604a.
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no: A. Yernuos Ilyremectsme u3 IlerepGypra B Jleunurpan: Ilociecmosue
kuure: JI. [lsimmkun Jleto B Bagene. M.: HIIO, 2003).

IncaBuast, OUEBIIHO, MeJIA B BUAY CIERYIOLIYI0 MHTEPIIPETALII0 CBOMX
CJIOB: ‘OHA, UTOOBI <IIOTOM> He 0Ka3aJIOCh TaK, UTO MHOTOe 3a6blia, obermranra
3aBECTM 3AMMCHYIO KHIDKKY .

Ctporo roBop4, ceifyac Tak cKasaTb HeJIb3s I €[(Ba JIM MOXKHO OBLIO BO
BpeMeHa J[0CTOEBCKOro. B T0 ske BpeMsi, HeJlb3sl CKa3aTh, UTO 9TO IIPEIJIOKe-
Hue HerpaBuibHOe. OHO COOTBETCTBYET HEKIM UACTHBIM IIPaBIIIaM B3alIMO-
JefICTBYSI MECTOMMEHHBIX CJIOB C OTPHUIAHMEeM. DI IIpaBuiIa I PasHbIX
KOHTEKCTOB pasHble. B uacTHOCTH, OHI 0cOObIe AJISI MOJAIBHBIX KOHTEKCTOB.
Kpome Toro, oM pasHble IJIs pasHBIX KIaccoB MecTouMeHnmit. Hamo moHsTs,
KaKOBBI 3TU IpaBuia. Tak, 6iu3sKkoe IO CTPyKType K (1) IpemiokeHue (2)
HOPMAJIBHO:

(2) U eme cka3a, uTo6bI MH02020 He #OAU: ¥ POJTB-TO Y HETO HeBGONbIIAs, U caMoe
MHTEPeCHOE He POJIb, & TO, UTO OH OOHAPY’KII 38 KaJpPOM.
[Enena ’Kaposa. Tymuk I'opeBoro (2002) //«J{oMOBOIT», 2002.11.04]

Ha TemMy 06 aHIIIMIICKOM many 1 ero B3aMOJECTBII C OTPULIAHMEM €CTh
nsBectHblit npumep B (Ecriepcen 1958):

(3) a  Not many of us wanted the war ‘He MHOTMe 13 HAC XOTeaM BOIHBI: He
>3>P;

b.  Many of us didn’t want the war ‘MHorme u3 Hac He XOTeJIU BOMHBL: 3 >
He > P.

B (3a) mpucioBHOe oTpuLIaHNe; cCeMaHTUUeCKN — ob1itee; B (3b) cenTeHIu-
aJbHOE OTPULAHNE; CEMAHTIUECKN — YACTHOE. TUX IIPOTUBOIIOCTABIEHNIT
HeIOCTATOUHO IS OIMCAHUSI 3aKOHOMEPHOCTEI, NeICTBYIOIINX B IIpUMe-
pax (1) u (2). IIpuuem yrouHeHust TpeOyeT 1 CeMaHTMKAa MECTOMMEHMUIL, U
CeMaHTUKA OTPULIAHYI.

B aHrimiickoM si3bIKe ecThb TepMUHBI sentential negation u constituent
negation, mpo KOTOphIe YacTo IIPEAII0IAraeTcs, YTO OHY OOCIYKMBAIOT CUH-
TAKCIIC ¥ CEMAHTIKY OHOBpeMeHHO: sentential negation — aTo cemanTIUeCKI
o6me0TpmuaTeJIbHoe npemiioxeHne, constituent negation — ceMaHTHYeCKM
yactHOOTpuuareasHoe. OTHAKO yKe Ha mpuMepe (3) ICHO, UTO TAKOTO COBIIA-
JeHVs MO>KeT He ObITh. [IpearaeTcst mosToMy I0CIe{0BATENBHO UCIIONb30-

3}:[er n fanee InpmuMepsnl co CCBUIKOI B KBagApaTHbIX CKOOKax — u3 HaLII/IOHa.TILHOI‘O Kop1ryca
PYCCKOTO 4A3bIKa, ruscorpora.ru.
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BaTh pasHbIe TEPMIHBI B IPMMEHEHNN K CUHTAKCUUECKOMY I K CeMaHTIUe-
CKoMy IUTaHy npeoxerus (cm. [lagyuesa 2013, 41ff).

TepMmuH mpeguxkaTHoe otpuianne (0T aHri. predicate ‘ckasyemoe’) 6y-
IleT MCIIOIb30BAThCI B CMHTAKCIUECKOM CMBICIIe — KaK OTpULIAHNE IIPU CKa3y-
emoM. OTpuIaHMe Ipy APYTUX WIEHAX IIPeJIOKEHU 1 Ha3bIBAI0 IIPMCIIOB-
HBIM. ECcTh HEOOXOAMMOCTD B IOHATUM KJIay3aJIbHOTO OTPULIAHUS — 3TO
OTpUIIaHNE, KOTOPOE BBIPAYKAETCA OTHEIbHBIM IIpeIJIOKeHIeM — He6epHo,
umo.

B ceMaHTMYeCKOM IIIaHe PasIMUAOTC OOIIeOTPIIATeIPHOE I YaCTHO-
oTpHILaTeJIbHOe IpeqIoxeHue. IIpeoskeHne Ha3pIBaeTCA O00IEOTpIULIA-
TeJIBHBIM, €CIIJI OHO JOIIyCKaeT IrepedpasupoBKy, B KOTOPOII BXOJUT B Cde-
Py HeCTBMA KIay3aJIbHOTO OTPULAHN; ¥ YACTHOOTPUIATEIBHBIM, €CIII
Kakasi-TO ero 4acTb He BXOOUT B cdepy HeMCTBUS KiIay3aJbHOIO OTpUIIA-
Hus, cM. (Jackendoff 1972), (ITagyuesa 1974: 145ff). Tak, npennoskenue OH 6
meuenue namu OHell He YMblEAJICS YaCTHOOTPUILIATEIBHOE, IIOCKOIBKY OHO
nepedpasupyercs Kak B meuenue namu OHetl ObLT0 HeGePHO, UMO OH <XOMb pa3>
ymuLrcs, a He HegepHo, umo on ymvieancs meuenue namu oHed. B (Ilagyuesa
2013: 41—45) ITOKa3aHoO, YTO IIpeMKaTHOE OTPMIIAHNE MOXXET ObITh B CEMaH-
TIYECKOM ILIaHE ¥ OOLIMM, ¥ YaCTHBIM. M TO ’ke BEpHO IUIs IIPUCIOBHOIO
OTPMILAHUS: OHO MOJKET OBITH U YACTHBIM, I OOLLIVIM.

TepMuH «CeHTeHIMAIbHOE OTpUIlaHue» (0T aHII. sentential negation)
IpeaJiaraeTcsd MCIOJIb30BaTh KaK CMUHOHMM JJIf TepMIHA IIpeIKaTHOe OT-
puLaHme, T.e. B IpUMEeHEHNN K CHUHTAKCIYECKON CTPYKTYpe IIpeIIOKeHU.
B TepMIUHE «KOHCTUTYIHTHOE OTpUIlaHMe» (OT aHIUI. constituent negation)
pyccKas TepMIHOJIOT S, KOTOpas OpMEeHTHPOBaHa Ha TPAMMATHKY 3aBMCHMO-
CTell, KaK IPeJCTABISETCS, TOTPEOGHOCTI HE MCIBITHIBAET — MOXKHO 00OIITIUCE
TepMIHOM IIPUCIOBHOE OTPULIAHNE.

[IpenukaTtHOE OTpUIIAHE MOKET IMETH LIEJIbIII HAab0p CeMaHTIMUECKIIX
nHTepnperanmit. VI3 HUX HaM MOHAKOGATCS CTAaHAAPTHOE IIpeNKAaTHOE OT-
punanue (T.e. OTpHUIAHME CO CTAHAAPTHOI MHTEPIIpeTaI[Meil) I OTPHUIAHIe
¢ mumpoxkoii cepoit meitcrBus (Borycnasckuii 1985: 60), MHAUE ITII00AB-
Hoe. OHo HecTaHAapTHOE. OnpeneseHne MOHATHUI OTPULIAHNS C IIVIPOKOIL
cdepoit meitcTBUA CM. B paszeie 15.4. EcT ellfe cMellleHHOe IIpeIKaTHOe
orpuuanne ([Tagyuesa 1974: 149, Boryciasckmit 1985: 40-52), KOTOpOe B ceMaH-
THYEeCKOM ILIaHe BO MHOTOM COBITa[laeT CO CTAHAAPTHBIM IIpeAMKATHEIM, a
($hopMaIbHO OTJIMYAETCS OT NMPeNKATHOrO crielmduyeckoi npoconueir. Tak
YTO CTaHAapTHOE IIpeaNKaTHOe OTPUIIaHIe 0XapaKTep30BaHO He TOJIBKO
CUHTAKCUUYECKH, HO ¥ IIPOCOAMYECKI.
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TepMuHBI 001I[e€e U YACTHOE OTPUIAHNE (T.€. OTPULIAHIE, COOTBETCTBEHHO,
B 00lIfe- ¥ YaCTHOOTPUIIATEIHHOM IIPEIJIOKEHNI) OTHOCATCS K CEMaHTIIUe-
CKOMy IUTaHy. MeXOy TeM TepMUH II00albHOE OTpULAHUE TMOPUTHBII:
3TO MpeOUKATHOE OTPULAHNE, KOTOPOE MMeEeT HECTAHTAPTHYIO MHTEPIIPETa-
L0 — IIVIPOKYIO Cpepy MeNCTBUSL.

KirroueByro posb B ITOCIIEAYIONIEM M3JI0KEHNUN UTPAET TIOHITIIE CHATO
YTBEPAUTEIBHOCTH. ITO IIOHITIE MBI PACCMOTPMM Ha IIpUMepe MeCTOMMe-
HUI Ha -HU6YOb. [le]10 B TOM, UTO MECTOMMEHNS Ha -HUOY0b UMEIOT BeChbMa
MIpUMeYATeTbHBI HAGOp KOHTEKCTOB YHOTPEOIEHNUs; MOKHO AYMATh, OH
IIOMO’KeT pa3obpaThcst 1 ¢ KOHTEKCTAMI CJI0Ba MHOzoe B IpuMepax (1), (2).
B (Fitzgibbons 2011) roBopurcs: “many of the environments where -nibud’ is
licensed are also environments where other languages license NPIs or FCls.
This calls for a serious examination of the question whether -nibud’ -items
are NPIs or FCIs” EcTb OCHOBaHUS CUMTATH, UTO MECTOMMEHNS Ha -HU0Y0b
He NPUHAIJIEXAT HU K TOMY, HI K IPYTOMY KJIaccy, a 06pasyroT CBOI, HO
BITOJIHE €CTECTBEHHBII KJIacc.

Hmxe B paspmernax 15.2 U 15.3 peub MAET O MECTOMMEHNSIX Ha -HUOY0b
¥ BBOMMTCS IIOHSATME KOHTEKCTA CHITOM YTBEPAMUTENBHOCTH, MHAUE — He-
yTBEPAMUTEIHHOTO. Pasnern 15.4 IOCBAIIEH HECTAHAAPTHOMY OTPULIAHUIO U
MEeCTOMMEHMSAM Ha -Hu6)0b B KOHTEKCTE ITOT0 0COOOT0 THUIA OTpULAHNUS. B
pasmerte 15.5 1 BEPHYCh K IPUMeEPAM CO CIIOBOM MHO020€ U1 ITOKaKy, UTO OHI
CBSI3aHBI C TEM K€ HeCTaHIAPTHBIM OTPUIIAHUEM.

15.2. MecTtoumeHus Ha -Hl/lﬁyﬂb

Mecroumenus Ha -HU0y0b BEIPAKAIOT IK3UCTEHIMATBHY0 KBAaHTU(IKA-
LU0, T.€. IO3BOJISIOT YIIOMUHATEH OO'bEKT U3 TOTO WM MHOTO Kiacca (MHO-
JKECTBA), He MHIVBUAYAIU3IPYS ero, HallpuMep:

Octaércst pa3Be UTO 3aBEpHYTH B OJIIDKAIIIYIO AEPEBHIO U CIIPAIINBATh Y KAKOU-
HUOYOb TETKY, Tie HAXOOUTCS apTu3aHcKas 6asa? [Bacuis Brikos. Bosoro (2001)]

B (Haspelmath 1997) (cm. taxke penensuio Dahl 1999) mecroumenus
Ha -HU6Y0b OTHECEHDI K Hepe(depeHTHBIM HeollpexeTeHHBIM (aHTJI. non-
specific indefinite).

IIpo mecTouMeHNUd Ha -HUGYO» usBectHo (Ilamyuesa 1985), UTO OHM HEBO3-
MOJKHBI B YTBEPANTEIBHOM KOHTEKCTE, & YIIOTPeOIISIIOTCS TOJIBKO B HEYTBEP-
AMTEJIBHOM — IHaUe, B KOHTEKCTe CHATOM yTBepAUTEIbHOCTN 110 Y. Beitn-
peitxy (Weinreich 1963). Tepmun Beitaperixa «CHITast yTBEPAUTENBHOCTD»
(KOTOpBII MOJTYUIII PACIPOCTPAHEHNE B PYCCKOSI3bIUHOI JTUTEPATypE, cM. Ila-
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nyuesBa 1985: 94—97,IlanyueBa 2004: 297-8, 328—9,IlagyueBa 2005, 2011, 2013;
B Borycnascknii 2001, 2008, Bopiies et al. 2008, L[o6p0130m>c1<m71 2011 U JIp.)
MO>KeT ITOHMMATBHCS JBOSKO.

1. I[lepBoe mOHMMaHMe UCXOOUT U3 TOTO, UTO YTBEPAUTEIIBHOM IBIIIET-
CsI IPOTIO3MIMS, KOTOPAast MOKET OBITh MCIIONIb30BaHa B PEUEBOM aKTe
yTBEp>KIeHNs — KOTja FroBOpALIuMiT 6epeT Ha ce6s OTBETCTBEHHOCTb 32
VMICTMHHOCTb BBICKa3bIBaHMA. Hanpumep, mporo3nums mpeniosKeHns
Mawa eeprynacv yTBepauTenbHad. Torga HeyTBepAUTEIbLHONM — B
IIMPOKOM CMBICJIE — SIBJIIETCSA IIPOIO3UITS, KOTOPas UCIIOJIb3yeTCs
B peueBOM aKTe BoIIpoca miu nodyxnenus (Mawa sepuynacv? Ma-
wa, 6epHuUCY!), a Makie BO BCEX MOJAIBHBIX U IUIIOTAKCUYECKIUX KOH-
TeKCTax — He TOJBKO B KOHTeKCTax Tuma HMean dymaem, umo Mawa
sepHynacy v Mosxcem 6vimv, Mawa éeprynace, HO U, HaIIpUMep, B
KOHTeKcTe Hgan 3Haem, umo Mawa éepHynacy, re mpomnosuuus ‘Marra
BEpHYJIACH COCTABJISIET IIPE3YMIILIMIO, U1 TOBOPSIIMIL 00s13aH CUNUTATH
€e UCTUHHOIL.

2. B0 BTOpPOM IOHMMAaHNU IPOIO3UIMS YIIOTPEOIAETCA HEY TBE PAUTEh-
HO, €CJIU TOBOPSILLTL HE HECET OTBETCTBEHHOCTH 32 €€ ICTUHHOCTD — T.€.
He yTBepXK/aeT ee KaK UCTUHHYIO, d Makxie He IPE/IIOaraeT B BUIe
Npe3yMIILNN VN CIIENCTBUA. B 3TOM BTOpOM, y3KoM cMbicTie, HEYTBEP-
AUTEIbHOCTH (OHA 5Ke CHATASA YTBEPAMTEIbHOCTD) — 3TO TO K€, UTO
‘0€30THOCUTENIBHOCTD K MICTUHE .

HeyTBepANTEIBHOCTD B Y3KOM CMBICIIE, MOYKHO JYMATh, COBIIAAET C ITOHS-
TIEM HeBepUANMKTAIBHOCTH (non-veridicality), koTopoe ¢ KOHIIa 90-X TO10B
ncnoib3yercs B popmanbHoll cemanTuke. CornacHo (Zwarts 1995; CM. TakKe
Giannakidou 1998), mponosuoHaNbHbI oreparop (win KoHTekcr) F sapis-
eTcs IS IPOIIO3NUIIY p BEPUAMKTAIBHBIM, €CIII U TOJBKO ecnu Fp mmeer
CJIE[ICTBMEM VJIU IIPECYTIIIO3ULMEN p; B IPOTUBHOM CJIyuae omeparop (Mim
KOHTeKCT) F siBifercs HeBe puaMKTanbHbIM. Hanpumep, koutexker HgaH 3Ha-
em, umo Mawa éepHynacy Oyner Ui Iporo3uuny ‘Maiia BepHYIach’ Bepu-
IUKTAIbHBIM, a Mean dymaem, umo Mawa 6epHynac — HEBEPUOUKTAIBHBIM.

[Ipu onmcaHNM KOHTEKCTOB YIIOTPEOIeHNS MECTOMMEHUI Ha -HuU6Y0b C-
II0JIb3YETCS TOHATIIE CHATON YTBEPAUTENIBHOCTY B Y3KOM CMBICIE. DTI MeCTO-
VMIMEHUS IPAKTIUECKU HEOMYCTUMBI B YTBEPAUTEIHHOM KOHTEKCTE TaK Has.
«3MUB0AUUECKOTO» TIpefnKara, cp. “On Kynum umo-Hu6yos. Tax, B mpeioxe-
Hym Kmo-nu6yov eti nomoz cKpbiTas Cy0ObeKTMBHAS MOAAIBHOCTD — IMEETCS
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B BUAY ‘HaBEPHO, KTO-HUOY Qb eit omor’. OHM HeIOIyCTUMbI I B KOHTEKCTE
(aKTMBHOIO JUIM MMILIMKATUBHOTO ITOMUMHSIOIIETO IIpeuKara: “Xopoulo,
4mo oH Kynuna umo-Hu6yov. Ho ymmorpeGisioTcs B KOHTEKCTe OIIepaTOpoOB,
KOTOpbIE «CHIMMAIOT» YTBEPAUTEIBHOCTb — B KOCBEHHBIX HaKIOHEHMUAX, B
IUII0TaKcUuecKoi mosuumm: Kynu umo-nu6yov, Kynmto umo-nu6yov, On Ky-
num umo-Hubyov? Kynumv umo-nubyov, Ecrnu on kynum umo-Hu6yov..., Mozy
Kynumob umo-Hu6yob 1 T.14. OHM BOSMOKHBI B KOHTEKCTe BOIIPOCa, UMIIEpaTH-
Ba, OyayIllero BpeMeHH, COCaraTeJIbHOr0 HaKJIOHEHNS, YCIIOBIS, Hepealb-
HOII MOJAIBHOCTH, JU3BIOHKI[UNU, AUCTPUOYTUBHOCTH, y3yaabHOCTH. [Jaee
KOHTEKCTBI -HU6Y0b UCCIeyI0TCA Ha MaTepuaie HamonanpHoOro kopmyca
PYCCKOTO g3bIKa.

Kax cMHOHMM JJI TEPMUHOB HEeyTBePAMTEIBHOCTD I CHATAd yTBEPIU-
TEJIBHOCTD B Y3KOM CMBICJTIE, & TaK)Ke HEeBEPUAUKTAIBHOCT, MOXXHO MCIIONb-
30BaTh TEPMIUH HepedepeHTHOCTb — HepedepeHTHBIM ABIAETCS MeCTOMMe-
HIe Ha -HU6yob; HepedepeHTHOI! (T.e. HM MCTUHHOI, HI JIOXKHOIL, a TaKKe
HeyTBePIUTEeIbHON, HeBePUANKTAIBHOI) ABJIAETCH IPOIO3UII, COCTABILIIO-
I1ad ero KOHTEeKCT.

HeBepuaukranpHOCTh HCIoab3yeTcs B paborax (Giannakidou 1998, 1999,
2006, 2011) I MHOTMX APYTUX IIPEUMYIIeCTBEHHO IIPUMEHUTEIBHO K CIIO-
BaM I BBIP@KEHUAM C OTPHUIATeIBHOI ITOIIPHOCTHIO (aHTII. negative polarity
items, NPI). [leitcTBUTENbHO, BCE KOHTEKCTHL PyCCKIX MECTOMMEHUIL OTpULa-
TesbHOI mmosspHocTH (Mecronmennit OIT) SIBISIOTCS HeBepPUAMKTATBHBIMIL
Onnakxo mecroumenus OII cocperoToUeHBI IPeMMYILIECTBEHHO BOKPYT pa3s-
HBIX BUAOB OTPUIAHN ¥ OCBOVJIN JIMIIb OYEeHb HEGOIBIIYIO YacTh APYTIUX
HeBEepPUANKTAIBHBIX KOHTEKCTOB. MeXXIy TeM IJI MeCTOMMEHUII Ha -Hu0y0b
HeBepUIMKTATIBHOCTD He IIPOCTO XapaKTepuayeT Habop JOIIyCTUMBIX KOHTEK-
croB. [Ipo HIX MOXXHO CKa3aTh ropasjo 60Jblile: MHOXKECTBO KOHTEKCTOB, JIU-
LIEH3VPYIOIINX MECTOMMEHNS Ha -H0)0b, IOUTU IOJTHOCTHIO OYePUMBAET
KPYT MBICIIMMBIX HEBEPUANKTAIBHBIX (HeyTBepAUTEIbHBIX, HepedepeHTHBIX)
KOHTEKCTOB B fA3bIKe. [I0IyCTUMBII KOHTEKCT [AJIs MECTOMMEHMII Ha -Hu0y0b
CO3AI0T TIOUTH BCE MBICJIMMBIE OIIEPATOPBI CHATOI YTBEPAUTENbHOCTH. VMe-
eTcs JIMIIB NTapa UCKIIIOUeHNI, KOTOpBIe Jerko nepeunciants (cM. [lagydesa

1985: 217).

1. KonTekcT npeamkara HeyBepeHHOT'O BOCIIPUATUS IBJIAETCS HeBePUIUK-
tanbabIM (13 Kaxcemcs, Bans gepryncs He cienyet ‘Baus Bepuyiics’);
OHAKO B 9TOM KOHTEKCTe yIIOTpeOIseTcss MeCTOMMeHe HeM3BeCTHO-
CTU, KaK 11 B KOHTEKCTe OOBIYHOTO IpeaKaTa BOCIPUSITHUA, T.€. pede-
PeHTHOe HeollpeeJleHHOe MeCTOMMeHIe Ha -mo:
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(4) *Kaxemcs, kmo-nu6yow cryuur = Kaxcemcs, kmo-mo CTyumur.

2. B xoHTekcTe riarosa peun, HEBEPUANKTATIbHOM, TOKE yI'IOTpe6JI$IIOTC$I
MECTOMMEHNA HEUM3BECTHOCTU, 4 HE Ha -Hu6y0b:

(5) *Iosopsm, uto oH K020-HU6YOb OTpaBUI = [060pAM, UTO OH K020-MO OTPABWIL

3. KoHTeKCT MOIKEeHCTBOBaHMSI HEBEPUAUKTAIBHBIN, HO JOIYCKAeT U
-HU6yYOb, 1 -Mo, IPUUEM -mMo MPEAIOUTUTEIHHO (cM. 06 aToMm ITany-
ueBa 1985: 220; nocrasieHubi B Dahl 1970 Bompoc, aBnsercs nu 3a-
MeHa -Hu6y0b Ha -mM0 B KOHTEKCTE TOJLKEHCTBOBAHMUA (POPMATbHBIM
COTJIACOBAHMEM VIV CEMAHTUUYECKIM IIPOTUBOIIOCTABIIEHIIEM, OCTAET-
CsL OTKPBITBIM); TaK, B IPUMepPE HILKE XOUETCS UCIIPABUTD -HU6YOb Ha
-mo:

6) — IMocay1aiite, 51 >ke 3HAIO, YTO y BAC OOIHHO OBITH UmMo-HubyOb elé.
[B.TonsxoBckmit. Pycckuit qokrop B AMepuxe (1984-2001)]

Oco0byro mmpobiieMy it MECTOMMEHNIT Ha -HU0Y0b IPEACTaBIIsIeT KOHTEKCT
IpsIMOro (T.e. CONpeUKaTHOro) oTpuifanys (aHri. clausemate negation). ITIn-
POKO pacIpoCTpaHeHO IpeCTaBIeHIe O TOM, UTO MECTOMMEHIS Ha -HU0Y0b
HE ymoTpe6sioTcst B KOHTEKCTE IPSIMOTO OTPUIAHI — B KOHTEKCTE IPSIMOTO
OTpHUIAHMS AJIS BBIPKEHNS 9K3UCTEHIAIbHO KBaHTM(IKAIMM JICIIOIB3Y-
eTcs He MeCTOMMeEHIe Ha -Hu0y0b, a OTPULATeIbHOE Ha -HU (O COOTHOIIEHIN
HUKAKOUL U HeGepHO + Kakoli-Hubyob cM. Paperno 2010):

(7) uesepHo, uto (0H umMo-Hu6yOb 3MeHWT) = OH HUUE20 He U3MEHNIL

[ToCKOJIBbKY OTpULIAHUE — TO, B KAKOM-TO CMBICIIE, [NIABHBILIT U3 HepedepeHT-
HBIX KOHTEKCTOB, TAKOE PacIIpeieNieHIIe OMMChIBATOCH Kak «a( et OyOamka»
(bagel distribution, cm. Pereltsvaig 2006).

ITosnoKeHue 0 TOM, UTO MECTOMMEHMUS -HU6YOb He YIIOTPeOISIIOTCS B KOH-
TEKCTe MPSIMOTO OTPULIAHMSA, TOTKPEIUISIETCS apTyMEHTAMIU PA3HOTO POJA.

Apeymenm 1. Korma Mecronmenue Ha -Hu6y0b BCTPEUAETCS B KOHTEKCTE
[IPSIMOTO OTPULAHNS, OHO OOBIYHO MHTEPIIPETUPYETCS KAK He BXOIIILee B
cepy meICTBYS 9TOrO OTPULIAHMS:

(8)  Ecnu kmo-nubydv He sBsANCS Ha pabOTY 1O 6OIE3HM, OH BOCTIPUHMMAI 3TO KaK
JIMYHOE OCKOopOJeHNe. [B. ®. ITanosa. Kpyxuinuxa. Poman (1947)]
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B camomMm meite, ITOCKOJIBKY B Cpepe [eVICTBIS OTPIULIAHNIS BMECTO MECTOMMe-
HUS Ha -HUOY0b NOJLKHO OBITH YIIOTPEOIEHO OTPULATENBHOE, HEBO3MOXK-
HOCTb CMHOHMMIYECKOI 3aMeHbI Kmo-Hubyov Ha Hukmo B (8) mokasbIBaer,
uTO KMo-HUOYO0b He BXOOUT B (8) B cdepy meiicTBus oTpuuanmd. Tak, B (9)
YCIIOBUE COBCEM MHOE, ueM B (8):

!
(8 ) Ecam Hukmo He sBIAICT Ha pa60Ty, OH BOCIIPMTHMIMAJI 3TO KaK JINMYHOE OCKOP6'
JICHUE.

Apeymenm 2. MecroumeHme Ha -HUOYOb OTIMYAETCSI OT MECTOMMEHIIA
OII — B yactHOCTH, oT OII Ha -1ub0, — TeM, uto OII Ha -/1U60 BIIOJIHE COBME-
CTMMBI C CONIPeNMKATHBIM OTPULIAHMEM, KOTOPO€E BKIIIOUAET X B CBOIO Chepy
nevictBus, cM. (ITagyueBa 1985: 218).

(9) a.  Kaxozo-nmu6o pelieHus OH He IPUHAT;

b.  *Kakoeo-Hu6yov peliieHus OH He IIPUHSIL.

OpnHaxo 3Ta KpacuBas KAPTUHA PYLLIUTCS, KOTA MbI CTATKUBAEMCS C TIPU-
mepamu Turma (10), (11), Toe MeCTOMMeHMe Ha -Huby0b HaXOOUTCA B cdepe
NeiCTBUS OTPULIAHMS U He 3aMEHAETCS Ha OTPULATEIBHOE,

(10)  Tlourtu He HaITTM ceMelt, B KOTOPBIX KMo-HU6Ydb He TIocTpamai 6bt [B. B. Baxtum.
STOT CIOPHBIIT pyccKumit onbIT (1978)]

(11)  Otkycuna, HOACTABUB CHU3Y JAMOILIKY JIOTOUKOI, UTOBBI Uez0-HUbYb He ypo-
Huth. [Penop Kuoppe. PoxHast KpoBb (1962)]

[TepBast peakuMsi COCTOUT B TOM, UTOOBI PACCMATPUBATDH 9TU IPUMEPHI KK
penkne u ucknrounteabHble. OHA HelpaBIIIbHAS — IPUMEPOB 3TOTO THUIIA
B Koprryce orpomuoe xosmuectBo. Perrenne cocront B apyrom. [lpnmepst
tumna (10), (11) BOSHMKAIOT B KOHTEKCTe 0cO00T0 HecmandapmHoeo ynoTpeo-
JIeHUs OTPULAHUA. ITO HECTAHIAPTHOE YIIOTpeOIeHNe MBI PACCMOTPUM B
paspmene 15.3. A eCIu OrpaHUYUTHCS IPENUKATHBIM OTPULIAHUEM B 00biUHOM
ynompeOiieHuu, TO IOJI0KEHIE O HEBO3MOXXHOCTH -HUOYOb B cepe meitcTBUL
MPSIMOTO OTPULIAHMUS OCTAETCS B CULIE.
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15.3. [lepeueHb KOHTEKCTOB ynoTpebneHus
mMeCcTOuMeHN Ha -HUbyab

15.3.1. OTpuyaHne

Mecroumenne Ha -HuU6yO0b GOIMYCTUMMO B OQHON IIPERMKALAN C IPSIMBIM
oTpuuanueM (B 0OOBIUHOM yIOTpeBIEHN ) TOIBKO B TOM CIIydae, eIy OHO
He BXOJUT B cepy NeNICTBUS 3TOr0 OTPMLUAHN, CM. IIpuMep (8) u3 pasmena
15.2. [l BBIpaskeHVS 9K3UCTEHIMATIBHON KBaHTUIMKALY B cepe qeriCTBIIL
OTpMLIAHNSI BMECTO MECTOMMEHNS Ha -HUOYOb YIIOTPeOIISIeTCS OTPIULIATENBHOE.
Ecnu 3amena -Hu6y0v Ha OTpUIATEIBHOE MECTOMMEHIE JaeT IIpeNJIoKeHIe
C COBEPIIIEHHO APYTUM CMBICIOM — 3TO U O3HAUAeT, UTO -Hu0)0b OBLIO BHE
cdepsl OericTBIS OTPULAHUS:

Mosker GBITh, 51 ue20-HUGYOb He ITOHSLI [# Huuezo];

I KaKMBIiT pas 6OIOCk, UTO K020-HUGYOb He YUuTy [# Hukoz0].

MecroumeHne Ha -Hu0y0b BO3MOKHO pa3Be UTO B KOHTEKCTE OTPMI[AHNUS
B BBIILIECTOSIIIEI IIPeqUKALI — eCJIM [JIar0Jl B Hell He (aKTMBHBIIL:

He nymaro, 4T06BI OH 4mMo-HUGYO0b U3MEHIIL.

Ecnu riaron B BhILIECTOSIIET TpequKaiuy GakTUBHBII, OH He JUIEeH3N-
pyer -Hubyov:

*51 He MOBOJIEH TeM, UTO OH umo—Hu6y6b M3MEHIIIL.

15.3.2. Conpeaukatnas Ul c KBaHTOpOM OOLLIHOCTU NN C UNCTOBbIM
KBaHTOPOM CyLLIeCTBOBaHUA

MecTtonmeHus Ha -HUbyOb OOMYCTUMBI B KOHTEKCTe colpenukatHoi UT,
CBSI3aHHOIT KBaHTOPOM 001HOCTI. OBBIUHO Y -HUOY0b B 3TOM KOHTEKCTE €CTh
IOIOJIHUTENBHOE 3HAUEHE FUCTPUOYTUBHOCTH — ‘[IJI KAXKIOTO CBOIL :

<...> XOpOLLIO, YTO KaxOvlil umo-Hubyow nputec [[Imurpuit Brikos. Opdorpadus
(2002)] .

MecroumeHnne Ha -HuOy0b BOSMOKHO TaKKe B KOHTEKCTE COIIPeIIKAT-
Hoit UI' ¢ unca0BbIM KBAaHTOPOM CYII[€CTBOBaHMA, HO TOJIBKO IIpY HAJINYNU
MMHIMH3ATOpa X0mb:

PoeHo mpu uenoBeKa BULEIN <XOMb> UMo-HUOYOb.

15.3.3. .Vsya/leocrb N MHOroKparHOCTb; Bcerja

C TakuMM, KaK OH, 4acmo umo-Hu6ydb Ciyuaercs;
Jlapbst 06b1uHO 3BOHNUT KOMY-HUGYOb, KOTTIA €il CKYIHO;

223



PyCCKI/Ie MECTOMMEHMN 1 CHATAdA YTBEPAUTEIbHOCTH

<...> NOMUHYMHO TIPUHYXIEH OH ObLI yIeP)KUBAThCI OT KAKOU-HU0Y0b IpyGoCTI
(IMy k)
S HMKOrja He MOTY 3TO OIIpeeNINTh U ce2da K020-HubyOb CIIpaIlnBalo. [«OKpaH

U CIIEHA», 2004.05.06]

15.3.4. YcnoBne
a) KoHTekcT MpuaoaTouHoOro ycaoBHOIO:
Ecnu on umo-Hu6y6b yTaI/IJ’I, OH 34 3TO IIOILIIATUTCAI;

Ecnu 651 OH umo-Hu6yov 3HaJ, OH ObI CKa3all.

6) Konrexcr meenpuuacTaoro o6opora:

WcnyraBuiuck uezo-Hu6ydb, OH B MOMCKAX 3Tl MUAJICS KO MHE U IPBITa
Ha pyku. [Banbrep 3amanrusii. Pruck. Bops6a. JIio60Bs (1998-2004)]

B) IleneBoit 060pOT HOIIyCKaeT MeCTOMMEHMS Ha -HU6yOb Tak ke, Kak
YCJIOBHBIIL:

A cnycrunace B 6yder, umobbr umo-nubyov nepekycutsb [U.A. Apxumnosa. My-
3bIKa KM3HU (1996)]

15.3.4.1. OrpannumTens B coctaBe UI' c yHnBepcanbHoml
KkBaHTUdUKaymei

Orpaununtens B cocrae MI' ¢ yHMBepcasbHOI KBaHTUUKALIEN — 3TO CKPBI-
Toe ycioBue, [Tanyuesa 1974: 136). [loaroMmy MecToumMeHus Ha -HU6YO0b IOMY-
CTUMBI B 9TOM KOHTEKCTE TakK ke, KaK B KOHTEKCTe yCJIOBUL:

Beskuil, k10 umo-Hubyov 0uis Hee cheiaeT, OyqeT BO3HArpa)KIeH.

9T0 TaKoe CIOBO, YTOOBI 6cex, KTO Tebsl ueM-HubyOb He yCTPAauBaeT, GBICTPEHBKO
onycrurs. [(popym) (2005)]

15.3.4.2. Ol'paHl/llll/ITenb B coctaBe Ul ¢ 06U.lep0}103blM 3HaueHnem

To ke caMoe BEPHO IJIs OTPAaHNUNTEIBHOTO yeioBus K U B 0611eponoBomM
(generic) 3HaueHmM:

Yenogexa, KOTOPHIiT 4Umo-HU6yOb [JIS Hee CHejiaeT, OHA OTOJIAr0JapuT.
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15.3.5. Bonpoc
15.3.5.1. 00LLMII

Kmo-nu6yov npuxomm?

15.3.5.2. YACTHbII

Y koeo ectp umo-Hu6y0b IOUNTATE?

15.3.6. [Au3bloHKuUNsA, T.e. pa3aeanTe/lbHbIe COIO3bI WIN N IUGO... TN6O

Ou B3sw1 ¢ coboit Martry umu koeo-Hu6yov U3 ee IOAPYT.

15.3.7. MoaaibHOCTU BO3MOXHOCTb U HEOOXOAUMOCTD
15.3.7.1. Bo3amoXHoOCTb, B TOM uncie —3nucremuueckas

OH Mmoxcem Kozo-Hu6y0b yours, u emy Huuero He 6yaer. [B.Koznos. [lepen sxsamenamu
(2002)]

Kmo-nu6yov moe ee obupers.

15.3.7.2. Heob6xoaumocTtb, fomkeHcTBOBaHMe

OH Oosxcen umo-nubyov crenars; IIpudemes K020-Hu6yOb IIOIPOCUTD TTOMOUb; Heobxo-
0uMO GBLIO € KeM-HU0YOb IIOCOBETOBATHC.

B koHTeKCTe Jo/HeH B IPOLIL. BpeMeHU, T.e. 00HeH Obll, Y TTOXUNHEHHO
IIPOITO3MIINY BO3HIMKAET, B KAUECTBE OHOI 13 MHTEPIIPETAIIVIL, IIPe3yMIIIII
daxTa. [l 6biHyHCOeH ObLT UV NPUULTOCH 3TA MHTEPIIPeTaII eAMHCTBEHHAS;
KOHTEKCT CTAHOBUTCS BEePUAMKTAIBHBIM, OTCIONA 3allpeT Ha -Hubyov (ata
mpobyieMaTuKa 00CyKIaercs, B CBSI3U C aHIJL. must u have to, B Goddard 2014):

*ITpuwiioch K020-HU6YOb MOTIPOCUTH IIOMOYb.

15.3.8. ([pammaTtuueckoe 6yayiee Bpems

M1 erie 6cmpemumcsi ede-HUGYOb.
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15.3.9. YcraHoBKu, Kacawowmecs 6yayLyero

15.3.9.1. >KejlaHWe, B TOM uuc/ie — BbIpa)KeHHOoe OonTaTuBomM "
APYrMMU KOHCTPYKLUMSIMU C YacTuLei ool

OH xouer kyda-Hu6yob IOexars;

OH cTpeMuTCS 4Mo-HU6YOb y3HATH O CBOMX POACTBEHHIKAX.

OH nier umo-Hubyor MHTEpeCHOe [ Tebs;

Xoporiro 661 0OH umMo-HUOYOb Kynui moects; [loexaTs 651 eMy Ky0d-HUOYO0b OTHOXHYTh!
Ecnu 661 kmo-Hu6yov aTo 3HaN!

15.3.9.2. MpocbLOa, NpeanoKeHue, B TOM UMCie — Bblpa)KeHHble
¢dopmoit umneparusa

OH npocut umo-HuGyob IMOUNTATD;
Iaitre uezo-HuOyOv 1oectb; [I03BOIBTE MHE UMO-HUGYOb B3ATH Ha IIaMSITbh;
Ckaxxut umo-Hu6yov! Crioiite HaM Kakoti-Hu0y0b poMaHc!

15.3.9.3. pa3peLueHune, cornacue, ycrtyrnka, rotoBHOCTb

MosxeLb OITH KYOd-Hu6yOb MOTYIISATS;
A cornacen umo-nu6yov [OGABUTH.

15.3.10. COMHEHI/IE, npeanonoXXmntejlibHOCTb, HepeaJlbHOCTb U NMPOCTO
MHeHue

CoMHeBaIoCh, YTO OH UmMo-HU6YOb CHea;

Borock, uto 0H umo-HubyOb HaIyTaT;

HagepHo, ero kmo-Hu6y0v M3BeCTILL;

CTpaHHO, YTOOBI OH UmMo-HU6YOb HAIIIE;

EnBa i oH umo-Huby0v MCIPaBIIL;

A nymato, eit kmo-HubyOv MOMOT; cp. *51 3Hat0, UTO it KMo-HUbYOb IIOMOT;
Haperoce, umo-Hu6yodv ocTayocs.

15.3.11. OGyc10BAE€HHOCTD

B npumepe (a) -Hu6yd» muiieH3UpyeTcss KOHTEKCTOM 00YCIOBIEHHOCTIL:
(a) Eciiu Katst moma, B XommoquibHUKe yrKe umo-Hubyob ects (ipumep us Fitzgibbons
2014).
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B mpumepe (6) 00ycI0BI€HHOCTD BhIpa)KeHa COCIaraTeIbHbIM HAKIOHEH-
€M — 3Mo pewusio 6bl = ‘3T peiIo Ok, ey ObI IPOM30LLIO . MOTaTbHOCT
00y CIIOBJIEHHOCTH — O[{HO 13 3HAUEHMIT COCTIaraTeIbHOr0 HaKJIOHEHN (CM.
[Tapgyuesa 2014):

(6) 910 pernio 651 Kakue-HUOYOb Bay POGIEMBI.

15.3.12. CpaBHeHune

S 3Har o Bac Gousblite, ueM kmo-Hu6yov. [A.C.I'pun. Jopora Hukyna (1929)]
KoHTekcT cpaBHeHUs He XapakrepeH s Hu6yov. B (Giannakidou 2011)
YTBEp>KIAeTCsI, YTO any B KOHTEKCTe CpaBHEHNS BBICTYIIaeT B 3HAUEHUU
MecTouMeHusA cBo6ogHOoro BeiGopa (free choice). B pycckom s3bike caMbIM
€CTeCTBEHHBIM B 9TOM KOHTEKCTe ABysgeTcsa MectouMenue Oll:
51 3Har0 0 Bac OOJblIIE, YeM Kmo Obl mo Hu Oblio.

IIpenbaBIEeHHBIN IIepeUeHDb He MOKeT He BbI3BaTh YAMBIEHUI: TPYAHO
IIpeICTaBUTh S3bIKOBYIO €IVHUILLY, Y KOTOPOJL KOHTEKCTHI YIIOTpeGiIeHns Co-
CTaBJIAIOT TAaKOJ €CTECTBEHHO XapaKTepMU3yeMBbIN KJIacC, KaK y MeCTOMMEHUIL
Ha -Hu6y0v! DTOT IepeueHb PeCTaBIIeT MHTEPEC B TUIIOIOTMUECKOM ILIaHe:
HabOp KOHTEKCTOB MOKHO JCITOJIb30BATh KaK 9TAJOH IIPU CPABHEHNU Hepe-
(epeHTHBIX HeoIpeneIeHHBIX MECTOMMEHNUIT B pa3HbIX I3bIKaX. Pasymeercs,
TaK)Ke U IIpU CPaBHEHUM PA3HBIX TUIIOB MECTOMMEHNII B PyCCKOM fI3BIKE.

15.4. MecTonmeHus Ha -HUOyab N HECTAaHAAPTHOE
oTpuuaHune

Bepuemcs Terepb K MECTOMMEHUAM Ha -HU0y0b B KOHTEKCTE HECTAHAAPTHOTO
orpunanusa. Kirouom k pemreHunio mpobiaeMbl OygeT TYT HOHITIE CHATON
YTBEpAUTEIBHOCTY, KOTOpOe OBLIO OIIpefiesieHO B pasnele 15.1.

CHauaja pacCMOTPUM IIPUMEPBI, TIe MECTOMMEHNE Ha -HUGYOb HaXOUT-
cs1 BHe c(pephI eiCTBISI COIPENMKATHOTO OTpuLanus, popmyna Ix—P(x).

(12)  Te1 6ynems paj, eciu y MeHs umo-Hu6ydb He TIOTYUIUTCA.
[B. OxymxaBa. HoBeHbKmMit Kak ¢ Mroouku (1962)]
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(13) — Tebe umo-Hubydv He HpaBuTCs? — 3abecroKOMNAch XKeHa. [la, Koe-uTo, —
cyxo orBetu1 Cemén Ceménosud. [U. A. Vs, E. I1. TTerpos. Ilupoxmii pasmax
(1935)]

(14) A ecnu nouemy-Hubyob He CMOKEIIb TPUEXATh B SIITY, TO Ty CTh OHA UX BBILIUIET
Ha l'ocpmnapmonuro. [JIuans Beprunckas. Cunss mruna ai68u (2004)]

(15)  Bort a kax-Hu6yOb He BBIIEPKY U KapKHY BO BCE BOPOHbE TOPIIO, M TOTTA YK
orpeiBait moakoBku. [10. O. HomGpoBckuit. PakyIbTeT HEHYKHBIX BELIEIT,
vacTh 2 (1978)]

(16) Maio nu, BAPYT onATh umo-Hu6yOw» He monyuurca? ... [Mapuna MocksuHa.
HeGecusbie Tuxoxonsr: mytewrectsue B Munuio (2003)]

(17)  Kax 310 B TaKOM [{BOpE BBI MOXKETe uez0-Hulydv He 3HaTh? [M.IMronamsmm.
Yeproso koieco (2007)]

B atux npumepax -Hu6yob BbIpa)kaeT 9K3MCTEHIMANBHYI0 KBAHTU(DIKAIIIO

Y TUIEH3UPYETCSA TEM WIIM UHBIM OIIEPATOPOM CHSITON yTBEPAUTENBHOCTI

(ycnoBue, Bompoc, Oyaylitee BpeMsi, MOJAIBHOCTD). ITO KOHTEKCTHI, I'/ie -HUby0b
BBOIUT B PACCMOTPeHME 00bEKT (MHAVMBUAYAIU3UPOBAHHBIN TOJIBKO B aJlb-
TEPHATMBHOM MUpE — B MIUpPE YCIOBUS, TUIIOTETUYHOCTH, albTePHATUBEI

iy Oy AYILEro: albTepHATUBHBII MUpP COCTABIISET YCIOBUE YIIOTPEOIEHNS

-HU6YOb), KOTOPBIIT HAleJIEH KAKIM-TO «OTPULATEIBHBIM» CBOMICTBOM VLI

y4acTByeT B KaKOJ-TO «OTpMLATeIbHON» cuTyaruu. B npumepax (18), (19)

JIOKAJBHYIO MHAVBUAYAIU3ALNI0 00BEKTA B AIbTEPHATUBHOM MUPE MTOITBEP-
’kgaeT aHadopa:

(18)  Bo BpeMs PUIKYNBTYpBI, €CIIU €T0 KMo-Hubydb He CIyLIAJCad, OH MOT [aTh
<eMmy> wenuok-1anaban [Pasmib Hckannep. Bpema cyacTiImBbIX HaXOHOK

(1973)]

(19)  ecam umo-nubydv He OXpaHAETCA, OHO MOXKET OBLITH Pa3pyILIEHO U yTPAUeHo.
[«HemprKkoCHOBEHHBIIT 3a11ac», 2003.03.04]

Wnas curyaums B npumepax (20-23). Tyt MectonMeHne Ha -HU6YOb BXOTNAT
B cepy AeICTBUS COIPEMKATHOTO CEHTEHIMAIBHOIO OTPULIAHNS, HopMyIIa
—3xP(x), — B HapyLIeHue 06IIero MpeaCTaBIeHNs O TOM, UTO MECTOMMEHE
Ha -Hu0y0b B TAKOM KOHTEKCTe JOJDKHO 3aMEHATHCSI Ha OTpHLaTeIbHOE (CIona
MO>KHO IIPMCOeIMHNUTD IIpuMepsI (10), (11) u3 pasgena 15.2):
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(20) B mporokose MHOTO MyHKTOB, UTOOBI, yracu 60T, kKmo-Hu6ydb He yIuéi 6bI OT
paccrpena. [Anarosnmit Pribakos. Tspxenslit mecox (1975-1977)]

(21)  Jlyu xapmanHOrO QoHAPUKA, KOTOPBIIT TepsKal Baimko, He MOT cpa3y CBETUTD
BCEM, I MBI CITyCKQJIIICh OCTOPOKHO, UTOOBI 20e-Hu6Y0b He copBaThes. [Pasmib
Uckaupep. Casitoe 03epo (1969)]

(22)  Ho no mopore cmotpuTte B 06a, uTo6bI OH Kyda-Hu6ydb He cBepryi! [H. JleoHoB,
A. MakeeB. MeHTOBCKast Kpbiia (2004)]

(23)  emy mpuILIOCH TATIONOM K IPUHTEPY OT KOMITA HECTHUCH, UTOOBI BECHMA KOJIO-
pUTHBIE LBETHbIE KAPTUHKY KMo-Hubyov He nepexsariul [Hamm neru: [ox-
poctku (2004)]

XoTs1 KBAHTOP CYILLIECTBOBAHMS BXOANT B cpepy NeViCTBUS OTPULAHNS, HEIb3S
CKa3aTh, UTO TyT OTPUIIAETCS CYIIeCTBOBAHNE 00bEKTA — CKOpPEEe peub UAET O
He UHAUBUAYAIUSMPOBAHHOM OOBEKTE, KOTOPBIIL CYIIECTBYET B albTEPHA-
TUBHOM MIpE, & OTPULIAETCS, TOUHEE, — OOBABISIETCS HeXKeIaTeIbHbIM — Ha-
CTYILIEHNE CUTYaIN, B KOTOPOIT 9TOT 00BEKT (U€IOBEK, MECTO, HAlIpaBJIeHNe)
ABIISIETCSA YUACTHUKOM.

Cy111eCTBEHHO, UTO CAMO OTPUIIAHYE HAXOMUTCS B (20—23) B MOJAIBHOM
VIV KAKOM-TO MTHOM HEYTBEPUTENIBHOM KOHTEKCTe. B KoHTeKCTe, Tie oTpu-
LaHe HAXOIUTCS B YTBEPAMUTEIHHOM KOHTEKCTE, MECTOUMEHNE -HUOYOb B
ero cepe HevicTBUS 00sI3aTeIbHO 3aMeHsAeTCsI Ha Hukakot (cM. mpumep (7)
U3 pasfena 15.2) — B COOTBETCTBUM C 9KBIBAIEHTHOCTHIO

—3xP(x) = Vx—P(x); HegepHo, UTO Kakoli-Hubyov xP(x) = Hukaxoi x He
P(x).

IlpaBpa, 9Ta 3aMeHa Ja)Ke B YTBEPOUTEIHBHOM KOHTEKCTE HaeT CKopee
JIOTMUECKYIO SKBUBAJIEHTHOCTD, UeM CHHOHUMIUIO: HEGEPHO + KaKOT-HUOYOb
oTpuuaer coObITUE C 00HUM HE MHIOVBUAYATU3UPOBAHHBIM YUACTHIKOM,
a HUKAKOU OTPULIAET CYLECTBOBAHUE MHOMECEA OOBEKTOB C 3aJaHHBIM
cBoitcTBOM. IHOT1a 3aMeHa BO3MOKHA U B HEYTBEPAUTEIHHOM KOHTEKCTE.
Tax, B mpuMepax (20—23), B IPUHLINAIIE, MOXKHO 3aMEHUTH MECTOMMEHNE C
-Hu6yO0b Ha OTpULIATEJIbHOE: Ha HUKMO B (20), (23), Ha Huzde B (21), Ha HUKYOA B
(22). PesybpraT 3aMeHBI He CMHHOHUMIYEH, HO JOCTATOUHO GIMB0K 110 CMBICITY
K ucxogHoMy npemiaoxennio. (CoMHUTENbHO Hukmo B (20) us-3a ynacu boe.)

Mesxnay tem B mpumepax (24), (25), MPeqIOIOKATEILHO TOXKe ¢ GopMyJIoit
—3xP(x), 3ameHa -HuOyO0b HA OTPUIIATENHFHOE MECTOMMEHIIE HEBO3MOXKHA B
MIpUHIINIIE:
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(24)  xkmo macT rapaHTHIO, UTO B IIAXTY 6HO6b KMO-HUOYOb He BIETHUT WU He BIe3eT?
[«Berpeua» (dy6Ha), 2003.04.30]

(25)  MosKeIn THI MHe C yBEPEHHOCTBIO CKa3aTh, UTO HA NEPEOil Jice CMAHY U X aTeH-
TBI 4bU-HUGYOb He 3aBepOyroT? [[AMuTpmit ImyxoBckuit. MeTpo 2033 (2005)]

B npumepe (24) npuunsa oueBugHa. OTpnianue He IPUMBIKAeT K KBAHTO-
Py CYLIeCTBOBAHMS HEIIOCPEACTBEHHO: MEXIY OTPULIAHNEM VM KBAHTOPOM
CYIL[eCTBOBAHS CTONUT OIeparop (6H06b), KOTOPHI OTHEISIET OTPULAHIE OT
KkBaHTOpa. KBaHTOD CyIllecTBOBaHISI HAXOOMTCSI HEIIOCPEACTBEHHO B chepe
JeJICTBUSA STOrO OIIePaTOpa, M TOJIBKO OIIOCPETOBAHHO — B cdepe HelicTBIA
orpunanus. [Tostomy <...> 6 waxmy 6Ho6b KMo-HubYOb He 6IeMmum # <...> 6
wlaxmy 6HO6b HUKMO He 6Iemum.

AmnanornuHo B (25) — TYT 9TO oItepatop Ha nepeoti se cmanyuu. Cp. 6oiee
IPOCTOIL IpuMep (26), Ha KOTOPOM MOKHO II0Ka3aThb CTPYKTYpPY IIpuMepa

(25):

!’
(25')  MosxewIb THI ¢ yBEPEHHOCTBIO CKA3aTh, UTO €TI0 3aBTPA JKe KMOo-HUbYOb He
3aBepOyeT?

KBaHTOp Cy11eCTBOBAHNS, BHIPAKAEMBIIT MECTOUMEHIEM KMO-HUOYOb, HAXO-
ouTcs B cepe IeNICTBUS OIIEPATOpa 3d6Mmpd, U JIIIb OIIOCPEJOBAHHO — B
cepe meiCTBYUS OTPULIAHNS: HEGEPHO, UMO €20 3a8mpa e Kmo-Hubyov 3asep-
6yem # ezo 3a6mpa e HUKMO He 3asepOyem.

B npumepax (26), (27) Toke HEBO3MOKHA 3aMeHa MECTOMMEH NS Ha -HU0Y0b
Ha OTPULATEIHHOE — PEUb UET O He MHAMBUAYATN3MPOBAHHOM O0BEKTE Allb-
TEPHATUBHOI'O MUPA ¥ O BpEMEHHOM MHTEPBAJIe 10 HACTYIUIEHUS COOBITIA, B
KOTOPOM 3TOT 00'bEKT (UeJIOBEK, BELb) SIBJISAETCH YIACTHUKOM.

(26)  Tak u mpocToAT, noka kmo-Hu6ydb He AOTATAETCS CHECTY X B MYCOPHYIO AMY.
[f0.0.Mom6poBcknmit. XpaHuTenb ApeBHOCTEN, acTsb 1 (1964)]

(27)  Onexnma XOmUT 1O KPYTY, noka kmo-Hubydb umo-Hubydv He BosbMeT. [«Pyc-
cKuii perroprep», Neg (181), 27 stHBaps 2011, 2011]

B (28-30) peub npmer 0 He MHAMBULYIN3UPOBAaHHOM 00beKTe (IIpegMere,
MecTe, COOBITUN); OOBABIISETCS HeXXeNATeIbHbIM HACTYILIEHIE CUTYalluy, B
KOTOPOJI 9TOT OO'BEKT SIBJISIETCS YUACTHUKOM.

(28)  Tlepemo MHOI1 UelOBEK, KOTOPHII Beeraa 6oumcs, Kak 6bl y HETO umo-Hu6ydb
He BBIBAIWIOCH. [Bacumit Akcenos. HOBBIN cl1amoCTHBI CTUIB (2005)]
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(29)  HeBomBbHO 3aKpaBIBATIACh 0NACKd, Kak Obl OH M y HaC 20e-Hubydb He HaTa L.
[«Conpar ymaum», 2004.07.07]

(30)  Borocw, kak 6bi eMy umo-Hub6ydb He IOMEIIANO: Yy 60J1bHO Toporutcs. [[Opuit
Aszapos. ITogospeBaemslit (2002)]

ScHo, uTO B mpuMepax (28—30) MeCTOMMeHMe Ha -HUOYO0b TOXKe He MOXKeT
OBbITh 3aMeHEeHO Ha OTPULIATEIbHOE.

CemaHTUKA MIpeIosKeHUIT (20—30) He MOKET ObITh OMICAHA B pAMKaX
KJIACCUYECKOII MaTeMaTu4eckoit joruku. [Ipobiema perraercss oOpaleHn-
eM K IIOHATHIO HeCTAHJapTHOTO OTPUIAHNS, KOTOpOe ObLIO IIPeACTaBIeHO B
(BorycimaBckmit 1985) Kak OTpUIIAHME C LIMPOKOIL cepoit HeiiCTBUS U MCCIET0-
Basioch B fanbHeiiieM B (IlagyueBa 2005, 2013) MOX Ha3BaHMEM [VI00AIBHOE
OTpULaHUeE.

15.5. OTpuuanue c wnpokoi cepoit aeilcTBUA, NN
rnob6anbHoe

B (BorycmaBckuit 1985) ObLI0 BBEIEHO IIOHSITIE «OTPILIAHNE C IIMPOKOIL che-
POt meiicTBUSI» — Ha IpUMepe MOAM(PUKATOPOB CyOBEKTHO-IIPEANKATHOTO
KOMILJIEKCA, KOTOPBIE MOTYT BXOQUTH B OOILIEOTPULIATEIBHOM MPEI0KEHII
B cepy HEICTBUA IPeANKATHOTO OBIIIEro OTPULIAHNS, HECMOTPS Ha TO, UTO
CEMaHTIYECKY OHY ITONUMHSIOT IJIarOJIbHYIO IIPEAMKALIAIO I JOJDKHBI GBLIN
ObI IPUTATMBATH OTpULIaHME K cebGe. BBLIO yCTaHOBIEHO, UTO B CTPYKType
Buna Q(P), rue P — npenukanus, T.e. Cy6beKTHO-IIPEAMKATHBI KOMILIEKC,
a Q —ee MonuduUKaTOp, CECHTEHUMAIBHOE OTPUIIAHME B cocTaBe P, MoxxeT
MMeTh IIUPOKYIO0 cepy meiicTBuUsI (BKiIoUaroiyo Q), eciau P 6e3 Q xom-
MYHIKATVBHO He 3HAUVMO; YL €CJIV OXKIIAIOCH, UTO P IIponsoiifeT MMeHHO
¢ Q. Tak, y npemnoxxerus Tpamsaii ocmaHosusics, umobvl 6blcadumv nacca-
aupos, rae Tpameatl ocmanosusics — CyObeKTHO-TIpeIUKATHBIN KOMILIEKC, a
umoGbl bicadumby NAcCaNcupos — MOIMPIKATOP, eCTh Ba Pa3HbIX OTPUIIAHN,
KOTOpbIe 00a MOKHO HAa3BaTh OOILMMIL: IPUCIOBHOE 00Iee OTPULIAHIE TIPY
MouduKaTope, cM. (31a), ¥ CEHTEHIMAIbHOE OTPUIIAHIIE C IIIMPOKOII chepoit
IEVICTBUS, KOTOpast BKII0UaeT Moaudukarop, cm. (310):

(31) a  TpamBait OCTAHOBMIICA HE IS TOTO, UTOOBI BRICAIUTD IIACCAKIPOB;

0. TpaMBaﬂ HE€ OCTaHOBWJICA, 4TOOBI BbICAAMTDh ITaCCA’KIMIPOB.
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B ([TagyueBa 2005) GBLIO 3aMeU€EHO, UTO, B JOTIOJIHEHIE K YKa3aHHBIM, OJia-
TONPUATHBIM yCJIOBUEM [JISI PACIIMPEHHO, MHAYUE — FJI00ATIBHOIL, MHTEP-
TIpeTanyy MpeJUKaTHOTO OTPULIAHMS SIBJIAETCS CHATas yTBEPAUTEIBHOCTb.
Taxk, nuist npefsioxeHns (32a) MpeUKaTHOE OTPULIAHIE HE ITOJIyUaeT [100ajb-
HoII uHTepperauny ((326) BoobIife HEMOHSITHO, YTO 3HAUNT), @ B KOHTEKCTE
CHSITOJ YTBEPAUTEIBHOCTH INI00AIbHAS MHTEPIIPETALNS IIPEUKATHOTO OTPI-
LIAaHVS B TOII K€ MpeIMKAINY HOPpMaJIbHA (3TOT ¥ MHOTME APYTUe IIPUMEPDI
Hwke — n3 [lagyueBa 2005, 2013).
(32) a.  Om pesxo samopmosur;

6. ?OH pe3ko He 3aMOPMO3UT;

B.  Ecim Ol OH pe3ko He 3amopmo3u.i, Ipon3oIiuIa Ol aBapus;

r.  CMOTpu, 4TOGBI OH Pe3Ko He 3aMOPMOIUTL.
Hike B mpuMepe (33) HOTUEPKHYT CEHTEHUMANIBHBIN OIIEPATOP, KOTOPBIN
CO3MaeT I IpeJUKalNI C CCHTeHIMAIBHBIM OTPUIIaHNeM KOHTEKCT CHATOII
YTBEPAUTEIBHOCTI U O0eclieunBaeT rI00ATbHYI0 MHTEPIIPETALMIO ITOTO
OTpUIIAHUS.
(33) a  ecmm 65l 7 cOypy He TIO3APABULI <...>;

6.  uTOOBI HanpPacHo He OOUIETS <...>;

B.  <...> uro0ObI OHA 6HO6b He CTaa JOOBIUeTl KaKOro-HIOY b OXOTHUKA;

r. PasBe ThI He ObIBaelllb TaM KA Oblli 0eHb?

O.  <..> IIOKA MWamenbHO He OJCHELIbCS, 13 TOMY He BBIVIELb;

e.  Kak 65l oH HeuasHHO He IPOBGOITAIICS.

B (34) omepaTropoM, CHUMAIOIINM yTBEPANTEILHOCTD, IBJISIETCS BOIIPOC, B
(35) — cocnararepHOE HaKJIOHEHIUE.

(34)  Tor cnyuaiino ne 3Haems ero tenedon?

(35)  <...> He BBLIO TAKOTO, KOTOPLIiT ObI 6CKOpe He CHeNaJICa HEeToMsIeM;

B yrBepauTenbHOM KOHTEKCTE CEHTEHUMAIBHOE OTPUILIAHME B IIPE/JIOKEHII
¢ MoaM(pMKATOPOM He TOIyCKaeT IJI00aJbHON MHTepIpeTanny. BHe KoH-
TEKCTa JVUIM 0CO0O0II MMPOCOANN COUeTaHNe afaBepOuana ¢ OTpUL@HNEM IIPU
IJIarojie MOXeT ObITh BOOOILE 6€CCMBICTIEHHBIM:
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(36) <om> 6crope He cAenaCca HETOmAEM;
<OH> pe3Ko He 3aTOPMO3NI;
<OH> MujamesbHO He OXENCS.

HUtak, Ha 6a3se npemoxeHNs ¢ MOAM(UKaTOPOM IIpeUKALIAI, T.€. CO CTPYK-
typoit Buga Q(P), MOKHO IIOCTPOMTD TPU OTPUIATEIHHBIX:

* CEMAaHTUUYECKU O6I_LICOTpI/II_IaTeIILHOC C OTpULAaHMEM IIPpN anBepGI/Ia.ne,

* C€MaHTUYECKN YaCTHOOTPUIATeIbHOE C CEHTEHIMAIbHBIM OTPULIAHNU-
eM,

+ CeMaHTHUEeCKHU O0IIeOTPHUIIaTeIBHOE C CEHTEHIIMAIBHBIM OTPULIAHUEM,
VIMEIOIIMM IINPOKYIO chepy HeNICTBIUA, T.e. [NIO0ATBHYIO NHTepIIpeTa-
LIMIO.

Hanpumep:
(37) HanpacHo b1 npuien:
a.  Tel npuinen He HampacHo (00Lee OTpULIAHIE)

6. HampacHo T He npuiies (4acTHOe OTPUIIAHIIE)

B.  <...> 4TOOBI ThI He NPIILIEN HapacHo (r1obanbHoe OTpULAHIIE).

Cire gy oIumit LIar COCTOSII B OOHAPyKeHUH TOTO, UTO KOHTEKCT CHATOI yTBep-
IUTENBHOCTU OBECIIEUNBAET CEHTEHIMATBHOMY OTPULIAHUIO TJIO0AIBHYIO
VMHTEPIIPETALNIO HE TOJBKO B KOHTEKCTE MOAM(UKATOPA, HO U B KOHTEK-
cre kBaHTOpHOro ciosa (Ilagyuesa 2005, [TagyueBa 2013: 56—60). (CxomcTBO
MeXIy agBepOnanoM-MoAUPIKATOPOM U KBAHTOPOM B TOM, UTO B 000MX CIIY-
yasx oIepaTop, KOTOPHIIL IBJISETCS CEMAaHTUYECKI ITaBHBIM B IIpe/JIOKEeHNI,
3aHMMAET CUHTAKCUUECKY IIOAUNHEHHYIO TIO3ULINIO.)

BosbMeM, HampuMep, MpeIIOKEHNE ¢ KBAHTOPOM o0wHocTH. EMy coor-
BETCTBYIOT TPM OTPULIATENBHBIX — C OOIIUM OTPULIAHMEM, C UACTHBIM U C
r7106aIbHBIM.

A (oburee orpunanme, 7VxP(x));

B (uacrHoe orpunanmne, Vx-1P(x)).

C (rmobanbHOe OTpUIIAHME; T.€. IPEeAUKATHOE OTPULIAHME C PACILIVPEHHON
cdepoit meircTBI).

B yTBepauUTEIPHOM KOHTEKCTE 00IIee OTpULIAHNE IS IIPEIIOKEHNS C
KBaHTOPHBIM CJIOBOM (Kak ¥ B IIPeIJIOKEHNY ¢ MOAM(UKATOPOM) JOJLKHO
ObITH IpMCIOBHBIM. OKa3bIBaeTCs, UTO B KOHTEKCTE CHSATOI YTBEPANUTEIHHO-
CTM CEMaHTUUYECKM OOLIEOTPUIIATENBHBIM IJIS IPEIJIOKEHNUS C KBAHTOPOM

233



PyCCKI/Ie MECTOMMEHMN 1 CHATAdA YTBEPAUTEIbHOCTH

OOLIHOCTY MOXeT OBbITh TIpefIoKeHNe C CEHTeHIMAIBHBIM OTpuIlaHueM. [[Ba
«OBIIUX» OTPUIIAHNS MOTYT OBITH 9KBUBAJIEHTHEI, 2 MOTYT I HE GBITb.

Huxe aTo TpoiicTBeHHOE IIPOTMBOIIOCTaBIeHE pacCMaTpUBaeTcd Ha IIPI-
Mepe HECKOJBKIX KBAHTOPHBIX CJIOB — 6Ce, ~HUOYOb I MHO20€.

15.5.1. Bce

(38) Bce ycrokommuce:
A.  He sce ycriokomiuch (001iiee OTpuLaHIE);
B.  Hukmo He ycriokomiics < “Bce He yCIIOKOMIINCH (YacTHOE OTpUIIAHIIE)

C. Tloka 6ce He YCIIOKOMIINCH < , 1 He HAYaJl TOBOPUTE> (IJI06aIbHOE OTpI-
LIaHUE).

(39) Bce ommarmy mpoesy:
A.  He 6ce onnaTiuin 1poesyn
B.  Huxmo He OILTaTIJI IIPOE3

C. TIloxa 6ce He oruIaTIIM / He OTLIATAT IIPOE3J, He IoeIeM.
Koucrpykuuu A n C He paBHO3HAUHBI — HAIIpUMep, HeJIb3sA 3aMEeHUTH IJI0-
fanbpHOE OTpULIAHNE Ha OOIIlee, T.e. He IIPY [JIATOJIE Ha He IIPU 6ce, B IPUMepe

(32), ecotut rimaron B OyayiieM BpeMeHu: xIloka He 6ce onsamsm npoeso, He
noeoem.

Hpyrue nmpuMepsl NpeaIoKeHNIL, B KOTOPBIX CEHTEHIIMAIbHOE OTPUIIa-
HJIe B KOHTEKCTe 6Ce JOITyCKaeT III00albHYI0 MHTePIIPETAIIIO.

(40) Tpynmo cebe npencTaBUTh, uMoObL 6ce HE COTIACUIIICH ¢ TAKUM PelIeHMEM;
(41)  He yBepen, uto 6ce <yxe> He pasbesKanuc;
(42) He 6bU10 IIpEIOKEHNS, KOTOPOE bl 6C€ HE OTBEPTIIN;

(43) 970 Ke oueHD KM3HEHHOE KIHO, @ B KM3HV TOUKY He ITOCTABHIITh, eci TOIBKO
6ce He yMepiIi B OJJUH [I€Hb = ‘€CJIN TOJIBKO HEBEPHO, UTO 6Ce yMEPIU B ONMH
IIeHDb .

To ke rimo6anbHOE OTpUIaHM€ B KOHTEKCTE MOJAJIBHOI'O I/IH(bI/IHI/ITI/IBaZ Bcex
He nepecmpesiieudy.
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15.5.2. -HUGyAb

Taxoe ke TPOJIHOE IPOTMBOIIOCTABIEHNE BO3MOKHO B IIPEIJIOKEHNSX C
-Hu6Y0b. II0CKOIBKY MeCTOMMEHNS Ha -HUOYOb QOIIYCTUMBI TOIIBKO B KOHTEK-
CTe CHATO YTBEPAUTEIHHOCTH, MbI OTPAHIMUMBAEMCS STUM KOHTEKCTOM.

(44) Ecmu kmo-nu6ydw ucmyrancs, ... .

A.  Ecnm Hukmo He UCIIyTauCs, ... = ‘€CIIU HegepHo, UTO XOTh KTO-HUOYIb
ucmyraics... (oblee oTpuianme);

B.  Ecau kmo-Hu6yov He MCITyTaJICs, OH MOXXeT HauMHATh (YacTHOE OTpIIia-
HUeE);

C. MoseM ABUTaThCS [JAIIbIIIE, ECIN TOJIBKO KMo-Huby0b He uciyraiucs (rio-
6GaJIbHOE OTPUILIAHME); CP. *... €CJIV TOJIBKO HUKMO HE MICITyTaJICH.

Kouctpyxkinms C ¢ ceHTeHIIMATBHBIM OTPULIIAHMEM U KOHCTPYKIMs A ¢ ipm-
CJIOBHBIM OGIIVIM MOTYT GBITh GIM3KY 10 CMBICTY:

(45) I sammcana Bce mena, UTOOBI ue20-HU6YOb He 3a0BITh ~ ... UTOOBI HUUe20 He
3a0BITh.

OpHaxo ecnu -Hu6yOb He HEIOCPENCTBEHHO IOJUIMHEHO OTPULAHMIO, A [TOTIa-
naet B cdepy HECTBUSA APYTOro OIIEPaTOpa, TO CMBICIBI Y KOHCTPyKLmit C
7 A COBepILIEHHO pa3HbIe, CM. IPUMEPHI (24), (25) 13 pasgena 15.3, a TAKKe
nipumep (46), rme (46a) # (466).

(46) a.  ...uTOBBI CHOBA ue20-HUGYOb He 3a6BITh = ‘UTOGBI CHOBA He MONYUMIOCH
TaK, uTO 51 UTO-HUOYAb 3a0bLIa’;
. ...uTOOBI CHOBa HUUe20 He 3a0bITh = UTOOBI CHOBA OBLIO TaK, UTO S HUYETO
) ObI CHOBa HuUee 3a6
He 3a0pLIa’.

15.5.3. MHOroe

(47) Omu mobunuch MHO2020:
A.  Ouu nobminch HemH02020 (0OIIee OTpULAHNE);
B.  Onu mMH02020 He BOGUNINCE (UaCTHOE OTPULIAHNE);

C.  TakoBbI COBpeMEHHbIE IIIaXMaThl — TAKTUYECKIMI BbIBEPTAMY MHO02020
He dobvewves. [«64 — [llaxmarHOe 0603peHEe», 2004.07.15] (rI06anbHOE
OTpULIAHUE).

HpMMepm ¢ TI00aIbHBIM OTpMHIaHMEM 13 Kopnyca:
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(48) a. T'puropuit AnmekceeBud <...> PeLIMI HA MHO20€ He 3aMaxuBaThes. [«Jle-
6enb» (Bocron), 2003.12.28]

6. Ilyrumn cpasy mpmaBai MHO2020 He TpeGoBaTh [«H3BecTus», 2002.07.02]

B.  OT Bac MBI MH02020 He XOTUM, IIPOCTO HATEEMCS, UTO BB, ¢ BAILNUM (QPOH-
TOBBIM U NIAPTUITHBIM aBTOPUTETOM, IIOBJIVsIETe Ha IycaTeneil us «Mer-
pOmnons». [Bacunuit Akcenos. TanHcTBeHHas cTpacTh (2007)]

r. — MHozoeo He 0y OT pasroBopa, HO II0 3j106€ CBOEJ OHA MOYKET UTO-
HUOYIb JIAMHYTH JOOONBITHOE, caMa Toro He rmouumasi. [H. Jleonos, A.
Makxkees. 9xo pedonra (2000-2004)]

. 1, uecTHO roBOps, Ha MHOz0e He paccunthiBaia. [«Homes & Gardens»,
2004.12.01].

15.6. MectonmeHune mHoroe

O6paTumcst Teneps K CIOBY MHozoe U TipumMepam (1), (2) u3 pasgena 15.1. [Ipn-
Mep (2) 13 paspea 15.1 BIIOJIHE aHAIOIMUeH npuMepam (48a—48x) pasmena
15.5. 9TO 3HAUUT, YTO IPeAJIOKeHE (2) He SIBIISIETCI HU OOIe0TPUIATeNb-
HBIM, KaK (3a) U3 pasjea 15.1, HU UaCTHOOTPUIIATENbHBIM, Kak (3b): u B (2), u
B (1) 1o6anbHOE OTPULIAHIIE.

OtHOcuTenpHO npuMepa (1) MO’KHO IPERIIOTIOKUTD, YTO OH HapyIlIaeT
OOBOJIBHO cIleluruecKoe OrpaHnueHne coueTaeMocT. Bo Bcex mpume-
pax u3 Koprryca MHOKeCTBO CYII{HOCTE, KBAHTU(GUIMPYEMOe C IIOMOIIBIO
MHO20e, OTHOCUTCS K cdepe Oynyiuero. CoueTaHmst umobbt 0 MHOZOM He 3a-
bomumbcst, Umobbl MHO2020 He 00BACHIMD, TIE 9TO He TaK, 3ByUaT CTPAHHO.
Kpome toro, mpumeps! (49A) u (49B) Hixe, KOTOpPBIE XOPOILIO MILTIOCTPUPY-
0T IPOTUBOIIOCTABJIEHNE CEMAHTUUECKN OOIIE0TPILIATENBHBIX U YaCTHO-
OTPULIATEIBHBIX IPEIVIOKEHNIT, HE JaI0T BO3MOKHOCTY ITOCTPOUTH HA MX
0ase IpeIOKeHNE € TIIO0ANBHBIM OTPULIAHNEM B KOHTEKCTE CHATOI yTBep-
IUITEIBHOCTY — IIOCKOJIBKY CBUAETENIBCTBAMIY MOTYT OBITH TOIBKO (PaKThI
HACTOSII[ETO MM IIPOIILIOTO.

(49) Mrnozoe cBUAETENBCTBOBATIO 0 HAIMYMHI Y HETO OOPBIX HaMepeHMI

A.  HemHoz0e CBURETENHCTBOBAJIO O HAIMUMIA Y HETO HOOPBIX HaMepeHMIt
(oO1ee orpunanue);

B.  MHozoe He CBUAETEIBCTBOBAIIO O HAIMUNY Y HETO HOOPHIX HaMepeHUIt
(4acTHOE OTpULIAHKE);

C. — (wrobanpHOE OTpULIAHMKE).
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B rakoMm ciryuae HeameKBaTHOCTD puMepa (1) U3 pasjiena 15.1 CO3aeT UMEHHO
[JIaroJI 3abbimb — €CIIM 3aAMEHUTH €r0o Ha mpeboeamp, Xomemb, #0amvb, pac-
cuumuvi6amp 7 MOJOOHBIE, C OpMEeHTALMEel B OyAyLilee, IpeIIOKe e CTaHeT
6e3yIpeuHbIM IPNMEPOM YIIOTpeOIeH ST MECTOMMEHNS MHO20€ B KOHCTPYK-
LN C TII00ANBHBIM OTPULIAHMEM.

Hackosbko MOXKHO CyUTh I10 MMEIOIIMCS IpUMepPaM, MHO20€ B KOHTEK-
CTe MPeIOKEeHNUs C OOIIUM U C INIODATBHBIM OTPUIIAHMEM IIOHMMAETCS B
3HAUeHMU ‘B GOJIBLIOM KoymuecTBe . T.e. MHO20€ — 3TO UMCIIOBOI KBAHTOP
CYLIECTBOBAaHMA. 3HaUeHMe ‘B GOJBIION MIPOIOPUMUY’ MOKET BOSHUKHYTh
TOJIBKO B UaCTHOOTPULATEIHHOM IPEIJIOKEHNI.

Urak, B mpuMepax (1) u (2) 13 pa3pgena 15.1 MbI IM€EM MHO020€ B KOHTEKCTe
CEHTEHUMAIBHOIO OTPULAHNS € TIIO0AIBHO MHTEPIIpETaliell — KOTopas
BO3HUKAET B KOHTEKCTE CHATOM YTBEPANTENBHOCTIL.

15.7. 3aKnwueHue

3amaua gaHHOI PabOTHI COCTOSLIA, IPEKAE BCETO, B TOM, UTOOBI I10Ka3aTh, Ka-
K€ BO3MOKHOCTY OTKpBIBaeT IIOHATME CHATAs YTBEPAUTEIBHOCTh — KOTOpOe
C PaBHBIM YCIIEXOM MUCIIONB3yeTCsT Kak B GOpMaIbHON CEMaHTHUKe, TaK U B
9KCIUIMKATUBHOM ceMaHTuKe B nyxe I0.[]. Anpecsina u AHHBI Be)XOUIKOTL.

ITonaTue cHATON yTBEepAUTEIBHOCTY PAaCCMaTPUBAJIOCH B pasmeiie 15.2
B CBfI3M C MECTOMMEHMSIMI Ha -HUOy0b, a B pa3jeiiax 15.3, 15.4 — B CBSI3U C
pacuImpeHHo chepoit QEVICTBIUS OTPULIAHNS B IPEIIIOKEHMIX ¢ MOAUU-
Karopamu Ipenukauuy. [IpuHIuNMansHoe 3HaUeHME IUIs IIPOoOIeMaTIKI
CHATOJ yTBepAMUTeabHOCTY nMeeT crarbs (BorycmaBckmit 2002), rue paccmar-
puBaercst 0cob0e B3aMMO/IEICTBIE OTPULIAHYS C YACTULAMU ewye U Yxce. B
9TOI1 paboTe GHLIO ITOKA3aHO, UTO B PA3HOIO POAA MOJAIBHBIX U OJIM3KIUX
K HUM KOHTEKCTax IIPOMCXOMNT CABUT B chepe MelIiCTBUS OTPULIATEIHHO
YaCTHLBI: OHA KaK ObI «IIPUKJIENBAETCI» K MOLAJIBHOMY OIIEPATOPY M MOJKET
MIMETb Ty K€ LIUPOKYIOo cepy meiicTBUS, UTO MOJAIBHOCTD. TaK, B IpesIoxe-
Hun (50) OTPUIIAHYIE IOHMMAETCH KaK KJIay3albHOe, T.e. IMEIOIIee IINPOKYIO
cdepy mevictBus (rpy6o TOBOPS, yHe He IOHUMAETCS KaK He Yie; a IMEHHO,
Kak ‘HEBEPHO, UTO yKe'):

(50)  PasBe mocTHI yiice He CHAIM? = ‘pasBe HEBEPHO, UTO MOCTBI yKe CHAIN?’

BHpO‘-IEM, He B TOM K€ KOHTEKCTE MO’KeT [IOHMMAThCH I KaK OObIUHOE IIpe-
AVMKATHOE€ OTpMHIAaHME; IIO3TOMY )€ OKAa3bIBA€TCA CMMHOHVIMIYHO C ewje:
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(51)  PasBe MOCTBI ewje He CHSII?

Konrtekersl, npembsasiennsie B (Borycmasckuit 2002) (Takue xak Pasge <...>
yice He <...>, ed6a U <...> yice He <...>, TpyOHo cebe npedcmasump, umoOvi
<...> YHe He <...>, He YGepeH, UMO <...> YHe He <...>, He CYUjeCmeyem Memo-
0a, komopulii 6bL yxe He <...>, VI Ap.), — 9TO B TOUHOCTY KOHTEKCTHI CHSATOI
YTBEPAUTEIHHOCTI: MMEHHO OHI JIMIIEH3UPYIOT III00aIbHYI0 MHTEPIIpeTa-
L0 CEHTEHIIUAIBHOTO OTPULAHMS, IPU KOTOPOIL e He O3HAUAET ‘HEBEPHO,
uTO yKe .

YacTuusl ewje U yie IBISAIOTCS, KaK CIpaBeqInBO yTBepxaaercs B (Bory-
CJIABCKUIL 2002), aHTOHUMAaMU. IIpy 9TOM OHU He acCepTUBHEI, T.€. UX 3Ha-
yeHIe 3aaeTcsl IPeCcynno3nimamu. TeM caMbIM CHSITas YTBEPAUTEIBHOCTD
3axBaThIBaeT ¥ IPOOJIEMATIKY IIPECYIIITIO3IILINIIL.

Yro KacaeTcs CJI0Ba MH020€, TO OCTAETCS HANEATHCS, UTO OIMCAHME, BbI-
MOJIHEHHOE B PAMKaX 9KCIUIMKATUBHON CEMAHTUKI, OKQKETCS MHTEPECHBIM
VL [UISL TOTO TIOAXO/a, KOTOPBIit m3noxeH B (Partee 2012).
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16

Cluster analysis in DLP technologies

Ekaterina Pshehotskaya and Nikita Nikitinsky

Clustering of relatively small sets of documents has become a frequent task in small
business. Current topic modeling and clustering algorithms can handle this task, but
there are some ways to improve the quality of cluster analysis, for example, by intro-
ducing some combined algorithms.

In this paper, we will conduct some experiments to define the best clustering
algorithm among Latent Semantic Indexing (LSI), Latent Dirichlet Allocation (LDA),
Latent Dirichlet Allocation and Gibbs Sampling (LDA+GS) combined with Gaussian
Mixture Model (GMM) and find heuristics to improve the performance of the best
algorithm.

16.1 Introduction

Nowadays more and more companies face problems of data leakage. Important
data (such as confidential or proprietary information) may leak either by
improper handling or intentional loss to competitors.

For example, according to Cisco, primary causes of data loss are the fol-
lowing:

1. Unauthorized application use — almost 70 percent of IT pro-
fessionals believe the use of unauthorized programs resulted
in as many as half of their companies’ data loss incidents.

2. Misuse of corporate computers — 44 percent of employees
share work devices with others without supervision.
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3. Unauthorized physical and network access — 39 percent of IT
professionals said they have dealt with an employee access-
ing unauthorized parts of a company’s network or facility.

4. Remote worker security — 46 percent of employees admitted
to transferring files between work and personal computers
when working from home.

5. Misuse of passwords — 18 percent of employees share pass-
words with co-workers. That rate jumps to 25 percent in
China, India, and Italy.

Cisco Systems, Inc. (2008)

In order to prevent such cases of data loss different DLP (data loss preven-
tion) systems have been created.

In the modern world, a company may obtain new confidential or propriet-
ary data frequently. Current DLP systems experience problems in detecting
such data — technologies like regular expressions or keywords cannot be cus-
tomized to protect a large flow of diverse information.

To handle this task DLP-systems have to apply modern statistical al-
gorithms to data protection. That is why new types of algorithms have emerged
that enables organizations to use software that learns to detect types of con-
fidential data. Through training, this approach will continuously improve the
accuracy and reliability of search of protected information. For DLP purposes,
it is vital to classify information into at least two classes (for example, confid-
ential and non-confidential data) and most companies have sample data that
may be used to train machine learning algorithms.

In this article we will consider a cluster analysis or clustering. Cluster
analysis of relatively small sets of documents (up to 50 000) is a task, which
may be essential in small business. It might be necessary to cluster, for ex-
ample, weekly document stream for DLP purposes (e.g. easier categorization
of documents).

To cluster small sets of documents we primarily need high clustering
quality and may pay little attention to speed or computational complexity of a
clustering algorithm — obviously, because modern computer hardware allows
the user to perform complex computations in a short time, so small data sets
are clustered fast even if an algorithm with high computational complexity is
used. That is why we decided to conduct some experiments on algorithms with
high computational complexity in order to combine them in a way, allowing
us to maximize quality of clustering.

240



E. Pshehotskaya & N. Nikitinsky

16.2 Methods

Cluster analysis or clustering is a convenient method for identifying homo-
genous groups of objects called clusters. Objects in a specific cluster share
many characteristics, but are very dissimilar to objects not belonging to that
cluster. Cluster analysis may be used to resolve an Access Control challenge
and, partially, Social network challenge by grouping textual data into clusters
and thus — “flagging”, for example, any deviations in usual data usage or la-
beling some data for further DLP purposes. Further in this paper we will
discuss clustering algorithms where every object can belong only to one
cluster — including cases where an object may belong to no cluster at all. In
such cases we will create so called “garbage” cluster and put there all objects
not classified by an algorithm.

Clustering will help DLP specialists to discover categories of textual data
in order to protect them better by applying different protection techniques.
Text clustering is usually based on topic modeling techniques. Among modern
topic modeling algorithms, we can name:

LSI (Latent Semantic Indexing) —is an unsupervised machine learning
method, which is mostly used for dimensionality reduction. It is an indexing
and retrieval method that uses a mathematical technique called singular value
decomposition (SVD) to identify patterns in the relationships between the
terms and concepts contained in an unstructured collection of text. LSI is based
on the principle that words that are used in the same contexts tend to have
similar meanings. A key feature of LSI is its ability to extract the conceptual
content of a body of text by establishing associations between those terms
that occur in similar contexts (Deerweser et al. 1988).

LDA (Latent Dirichlet Allocation) — is also an unsupervised machine learn-
ing method, which is mostly used for object clustering. It is a generative model
that allows sets of observations to be explained by unobserved groups that
explain why some parts of the data are similar. For example, if observations
are words collected into documents, it posits that each document is a mixture
of a small number of topics and that each word’s creation is attributable to
one of the document’s topics (Blei, Ng & Jordan 2003).

Although mentioned above methods can be used alone, we will conduct
experiments, in which we combine them with the following algorithms:

GMM Classifier (Gaussian Mixture Model), which is an unsupervised ma-
chine learning method, is a probabilistic model that assumes all the data points
are generated from a mixture of a finite number of Gaussian distributions
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with unknown parameters. One can think of mixture models as generalizing
k-means clustering to incorporate information about the covariance structure
of the data as well as the centers of the latent Gaussians (Bishop 2006).

We decided to select GMM as the most appropriate for our experiments
because it is considered a versatile modeling tool for cluster analysis and its
performance is much higher compared to, for example, K-means.

When applying GMM we arrange every object only to one cluster (thus,
we make it easier to estimate overall performance).

GS (Gibbs Sampling) is a Markov chain Monte Carlo (MCMC) algorithm for
obtaining a sequence of observations which are approximated from a specified
multivariate probability distribution, when direct sampling is difficult. GS
is widely used to enhance quality of topic modeling algorithms; it is a good
algorithm for processing when the dimension of data is not very high. With
high dimensional data it may be better to use Variational EM algorithm (Casella
& George 1992).

In our experiments we applied faster version of GS algorithm named
Collapsed Gibbs Sampling algorithm.

There are some work conducted on enhancing text clustering quality by
introducing hybrid algorithms like LDA+GS+GMM or distributed algorithms
to process larger datasets, like Approximate Distributed Hierarchical Dirichlet
Processes (AD-HDP), so a DLP system may embed a more complex algorithm
than we discussed here therefore improving performance of clustering. In
addition, there are some currently popular Deep Learning approaches to
semantic analysis of texts, for example, Word2Vec, which may be applicable to
text clustering (Pshehotskaya, Sokolova & Ryabov 2014, Mikolov et al. 2013).

Text clustering refers to Natural Language Processing, which is a part of
Computational linguistics with slight flavor of Data Science when it comes to
large amount of textual data.

16.3 Metrics

To evaluate algorithm performance we used two types of metrics often utilized
for cluster analysis purposes:

16.3.1 External Evaluation Metrics

In external evaluation, clustering results are evaluated based on data that was
not used for clustering, such as known class labels and external benchmarks.
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Such benchmarks consist of a set of pre-classified items, and these sets are
often created by human (experts). Thus, the benchmark sets can be thought of
as a gold standard for evaluation (Kaufman & Rousseeuw 2005).

We used the following external measurements:

Jaccard index — also known as the Jaccard similarity coefficient, is a statistic
used for comparing the similarity and diversity of sample sets. The Jaccard
coefficient measures similarity between finite sample sets, and is defined as
the size of the intersection divided by the size of the union of the sample sets
(Tan, Michael Steinbach & Kumar 2005).

V-measure score — is an entropy-based measure which explicitly measures
how successfully the criteria of homogeneity and completeness have been sat-
isfied. V-measure is computed as the harmonic mean of distinct homogeneity
and completeness scores, just as precision and recall are commonly combined
into F-measure (Rosenberg & Hirschberg 2007).

Adjusted Rand score —is a measure of the similarity between two data
clusterings (Rand 1971).

Adjusted mutual information score — a variation of mutual information
(which is a measure of the variables’ mutual dependence) may be used for
comparing clusterings (Meila 2007, Vinh, Epps & Bailey 2009).

16.3.2 Internal Evaluation Metrics

In internal evaluation clustering result is evaluated based on the data that was
clustered itself. These methods usually assign the best score to the algorithm
that produces clusters with high similarity within a cluster and low similarity
between clusters (Manning, Raghavan & H. Schiitze 2008).

We used the following internal measurement:

Silhouette Coefficient —is a measure of how appropriately the data has
been clustered and how well each object lies within its cluster.

The Silhouette Coefficient is defined for each sample and is composed of
two scores:

1. The mean distance between a sample and all other points in the same
class.

2. The mean distance between a sample and all other points in the next
nearest cluster.

We used cosine metric as the most common for measuring the distances for
Silhouette Coefficient. When we have higher value of Silhouette Coefficient, it
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means that we have better distribution of documents to topics (Rousseeuw
1987).

Based on Silhouette Coefficient measurements we apply Elbow method to
define the number of clusters. This method assumes a choice of a number of
clusters so that adding another cluster doesn’t give much better modeling of
the data (so called “Knee of a curve”). This method was originally designed
to make predictions based on the percentage of variance explained and in
some cases may appear unsuitable; in such cases we will choose the number
of clusters where Silhouette Coefficient reaches maximum value (Ketchen &
Shook 1996).

Since, in real conditions, we are unable to use external metrics for eval-
uation of algorithms (because we usually don’t know the true number of
clusters), we will evaluate quality of our models basing mostly on Silhouette
Coefficient, applying external metrics as supplementary.

16.4 Test Collection

We have created a corpus for training and evaluating DLP classification al-
gorithms. Thus we used some different data sets to check and validate the
results:

1. Data set containing 600 documents, distributed to 5 topics —a “good”
collection (distribution of documents: 83 to 163 documents per topic).
Topics are easily distinguishable by human expert.

2. Data set containing 157 documents, distributed to 14 topics — “bad” col-
lection (distribution of documents: 3 to 21 documents per topic). Topics
are not distinguishable by human expert.

3. Data set containing 1000 documents, randomly assigned from the real
document stream of the company; topic distribution is not predeter-
mined; human experts considered the number of topics between 3 and
5 (including 3 and 5).

4. Data set containing 35000 documents, randomly assigned from the real
document stream of the company; topic distribution is not predeter-
mined. Human experts then estimated quality of the best algorithm
performance on this data set.
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16.5 Experiments

We tested all these algorithms on the “good” collection to find out the best
one and then evaluated the best algorithm performance on other collections.

16.5.1 Choosing the Best Algorithm
16.5.1.1 Latent Semantic Indexing and Gaussian Mixture Model

In this algorithm we may vary two main parameters: number of LSI topics
and number of GMM clusters.

The LSI algorithm takes as input the collection of documents, processes
it and then documents-topic matrix is returned. This matrix is then given
to an input of GMM classifier, which processes the input matrix assembling
documents to final categories (this is likely to increase the quality of clustering).

We tested two heuristics:

1. Number of LSI topics is equal to number of output GMM clusters

2. Number of LSI topics is equal to number of output GMM clusters plus
one, such as number of LSI topics is n + 1, while number of GMM
clusters is n (one of the topics becomes so called “garbage” topic — it
accumulates objects, which could not be unambiguously arranged to
other “real” topics)

Table 16.1 contains evaluation metrics estimated on the “good” collection
for LSI+GMM algorithm with 5 output categories:

Heuristic1  Heuristic 2

Jaccard index 0.575 0.57
Adjusted mutual information score  0.75 0.735
Adjusted Rand score 0.66 0.66
V measure score 0.74 0.74
Silhouette Coefficient 0.61 0.5

Table 16.1: LSI+GMM algorithm

We can see that both heuristics showed comparable results when tested
on a real number of categories; Heuristic 2 showed a decrease in Silhouette
Coefficient value.
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But, more generally, if we vary the number of output categories and estim-
ate Silhouette Coefficient for them we will get the following results (figures
16.1a, 16.1b):

— silhouette_score — silhouette_score

% \
0as

Y

5 10 15 20 3 3 5 1 1 2 2 3 35

(a) LSI+GMM, Heuristic 1 (b) LSI+GMM, Heuristic 2

Figure 16.1: LSI+GMM

According to the results, the Silhouette Coefficient reached higher levels
when we implemented Heuristic 2 (figure 16.1b). Nevertheless, both pikes
indicated incorrect number of output clusters.

16.5.1.2 Latent Dirichlet Allocation and Gaussian Mixture Model

The LDA algorithm takes as input the collection of documents, processes it and
then documents-topic matrix is returned. This matrix is then given to an input
of GMM classifier which processes the input matrix assembling documents to
final clusters (this must increase the quality of clustering). We tested the same
two heuristics.

Table 16.2 contains metrics estimated on the “good” collection for the
LDA+GMM algorithm with 5 output categories:

We can see that Heuristic 2 showed far better results for external metrics,
but insignificantly better result for Silhouette Coefficient.

If we vary the number of output categories and estimate Silhouette Coeffi-
cient for them we will get the following results (figures 16.2a, 16.2b):

According to the results, Silhouette Coefficient reached a bit higher levels
when we implemented Heuristic 2 (figure 16.2b). Nevertheless, both pikes
indicated incorrect number of output clusters.
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Heuristic1  Heuristic 2

Jaccard index 0.51 0.85
Adjusted mutual information score  0.57 0.83
Adjusted Rand score 0.53 0.76
V measure score 0.6 0.84
Silhouette Coefficient 0.45 0.52

Table 16.2: LDA4+GMM algorithm
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(a) LDA+GMM, Heuristic 1 (b) LDA+GMM, Heuristic 2

Figure 16.2: LDA+GMM

16.5.1.3 Latent Dirichlet Allocation and Gibbs Sampling and
Gaussian Mixture Model

In this algorithm we may vary three main parameters: number of LDA topics,
number of Gibbs Samples and number of GMM clusters.

For given quantity of LDA topics there are n iterations of Gibbs Sampling
(where n is number of Gibbs Samples) and then documents-topic matrix is
returned. This matrix is then given to an input of GMM classifier which
processes the input matrix assembling documents to final clusters.

Knowing the real quantity of output categories we iteratively start the
algorithm changing the number of samples and keeping other parameters the
same.
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The best number of Gibbs Samples is considered the number of samples
when metric (e,g, Silhouette Coefficient) reaches highest values and then
doesn’t fluctuate much.

0 50 100 150 200 250 300

Figure 16.3: LDA+GS+GMM

We selected the best number of GS samples on the “good” collection. The
unchanged parameters were the number of LDA topics and the number of
GMM clusters (as in Heuristic 2). As we can see from the picture (figure 16.3),
the plotted line reaches highest values at 50 samples and then don’t fluctuate
much, so we can choose any quantity of samples above 50, so we will then
use 100 samples as optimal and versatile number of samples.

We tested the same two heuristics. Table 16.3 contains metrics estimated
on the “good” collection for the LDA+GS+GMM algorithm with 5 output
categories.

We can see that Heuristic 2 showed far better results for all metrics. It
means that documents are better distributed to the number of output categories
with Heuristic 2 implemented for this algorithm.
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Heuristic1  Heuristic 2

Jaccard index 0.66 0.99
Adjusted mutual information score  0.77 0.99
Adjusted Rand score 0.72 0.99
V measure score 0.79 0.99
Silhouette Coefficient 0.82 0.98

Table 16.3: LDA+GS+GMM algorithm

If we vary the number of output categories and estimate Silhouette Coeffi-
cient for them we will get the following results (figures 16.4a, 16.4b):
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(a) LDA+GS+GMM, Heuristic 1 (b) LDA+GS+GMM, Heuristic 2

Figure 16.4: LDA+GS+GMM

According to the results, while both pikes indicated the same true number
of clusters, Silhouette Coefficient reached higher levels when we implemen-
ted Heuristic 2 (figure 16.4b). We can suggest that Heuristic 2 improves the
performance of LDA+GS+GMM and intensifies the results making it easier to
determine the number of output categories.

16.5.2 Estimating the Best Algorithm on Other Data Sets

We tested LDA+GS+GMM algorithm on other collections using the parameters
that we considered the best testing the algorithm on the “good” collection:
Number of GS samples is equal to 100.
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Number of LDA topics is equal to number of GMM clusters plus one
(e.g. while number of GMM clusters is 5, number of LDA topics is 6).

16.5.2.1 Dataset 2

We tested LDA+GS+GMM algorithm on the “bad” collection and had the
following results (figure 16.5):

[—_silhouette_score

Figure 16.5: LDA+GS+GMM on dataset 2

Assuming that we selected the optimal parameters and using Elbow method
based on Silhouette Coefficient plot we found it impossible to define (even
approximately) the best number of output categories, because:

1. The distribution of documents to topics is conventional (in such cases
there are either no much difference in vocabulary between documents
of different categories or difference between all documents is too high
to group at least some of them into one definite cluster).

2. Number of documents is small.

16.5.2.2 Dataset 3

We tested LDA+GS+GMM algorithm on the dataset 3 containing 1000 docu-
ments and had the following results (figure 16.6):

Basing on Silhouette Coeflicient plot we decided that 4 categories is the
best number of clusters for this data set. Human experts considered the result
of the algorithm good. Documents in four categories could easily be defined
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— silhouette_score
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Figure 16.6: LDA+GS+GMM on dataset 3

as contracts, financial documents, application forms and information letters +
instructions.

16.5.2.3 Dataset 4

Basing on Silhouette Coefficient plot (figure 16.7) we decided that 8 categories
were the best quantity for this data set.

— silhouette_score

a4 6 8 10 12 14 16 18 20

Figure 16.7: LDA+GS+GMM on dataset 4

Human experts defined documents in 8 categories as contracts, financial
documents, documents in other languages, information letters, instructions,
application forms and other internal documents.
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16.6 Conclusion

According to the experiments we conducted, the best algorithm for processing
relatively small set of documents (up to 50 0oo) with relatively small quantity
of topics (up to 20) is LDA+GS+GMM. The Heuristic 2 may help to improve
quality of LDA+GS+GMM and make it easier to determine number of out-
put categories. Usage of Silhouette Coefficient is considered appropriate for
determining best number of output clusters.

The data set should not be too small in order to provide the clustering
algorithm with processable data: data sets containing less than 500 documents
are likely to be incorrectly classified.

There are some papers on automated number of clusters detection al-
gorithms, such as Salvador & Chan 2003, proposing state-of-the-art algorithms
that may be useful for cluster analysis.

Although Latent Dirichlet Allocation works well for topic modeling there
are now conducted multiple researches on more advanced topic modeling
algorithms such as Higher-order Latent Dirichlet Allocation and other Higher-
order topic modeling algorithms (Nelson et al. 2012).
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An alternative to the two solutions for the

saturative na-+-sja construction

Eugenia Romanova

17.1  Introduction

The saturative construction is a circumfix consisting of the accumulative prefix
na- and the reflexive postfix -sja. The interpretation of this circumfix is to some
extent similar to the interpretation of the standalone accumulative prefix na-
with one difference: there is no amount of stuff produced as a result of joint
operation of the event, expressed by the verbal root, and the affix, presumably
measuring the event with the help of some property-denoting nominal. In
case of the saturative construction, the large quantity of the event is directed
at the agent argument and saturates it (‘to one’s heart content’, ‘having got
one’s fill of doing something’). However, some saturative expressions are two
ways ambiguous (translated from Zaucer 2009: 39, but in Russian, unlike in
Slovenian, the ingredients of each structure do not have different orders):

(1)  Ja naplavalsja v more.
I na-swam.sja.sG.M in sea.LOC
A. Thave had my fill of swimming in the sea’. (Now I can go to the swimming-
pool).
B. ‘In the sea, I have had my fill of swimming’. (I won’t go to the swimming-pool).

In this article, I will outline the solutions to this ambiguity in Zaucer (2009)
and Kagan & Pereltsvaig 2011, and show that they are slightly contradictory,
even though both capture the phenomenon fairly well. At the end, I will show
how they can be reconciled.

253



An alternative to the two solutions for the saturative na-+-sja construction

17.2  The outline of the existing solutions

Zaucer (2009) offers to deal with (1) by postulating a two-VP structure for
the saturative construction. On p. 59 of his thesis, one can see a detailed tree
diagram containing two VPs: “the main projection line gives us the meaning
of getting one’s fill”’, and the second (or actually, the higher) VP, headed by an
overt verbal root, “gives us the meaning of manner”. The ambiguity in 1is then
easily accounted for from this position: in B the locative adverbial “situates
the event” of getting one’s “fill of swimming” (p. 38), and thus, modifies the
whole complex event; in A “the locative adverbial ‘in the sea’ situates only
the swimming event and not the getting-one’s-fill event; what the addressee
must have gotten his fill of is swimming in the sea” (pp. 37-38).

Each of the interpretations in (1) can also be found with nominal arguments
of saturative verbs, but the arguments are going to be assigned different cases.
If the reading we get is A, the case is going to be Genitive (2a), if the reading
is B, the case is Instrumental (2b). Kagan & Pereltsvaig (2011: 221-222) give
the following illustrations:

(2) a  Lena najelas’ kotlet.
Lena na-ate-sja burgers.GEN

‘Lena ate her fill of burgers’

b.  Lena najelas’ kotletami.
Lena na-ate-sja burgers.INs
‘Lena stuffed herself with burgers.

Thus, in (2a) the sentence can be continued like ‘now she will go and eat some
ice-cream’, and in (2b) ‘she cannot eat anything else. From Zaucer’s point of
view, in (2b) the instrumental should mark an adverbial modifying the whole
event, but Zaucer (2009) does not offer a conclusive explanation of the genitive
case in sentences like (2a). The account given in Kagan & Pereltsvaig 2011 fares
with both cases fairly well, the analysis of instrumental being reminiscent of
the analysis of adverbial modification in Zaucer (2009).

The diagram offered for (2a) on p. 231 takes into consideration a proper-
ty-denoting complement of the verb: basically, the complement undergoes
semantic incorporation (see van Geenhoven 1998) and what the agent gets
their fill of is burger-eating. The instrumental nominal in (2b) is presented as a
means-denoting optional adjunct high in the structure (p. 234), and basically,
up to the point of this adjuct merge, the structure is analysed as that of an
intransitive verb.
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However, the solution offered in Kagan & Pereltsvaig 2011 runs into a
problem. As I said above, the structure with the Genitive case corresponds to
Zaucer’s reading A, but as we also saw in the Introduction, the sentence itself
contains a locative PP and no Genitive nominal which could be analysed with
the help of semantic incorporation.

So, as we can see, both analyses are lacking in something. The proposal
in Zaucer (2009), for all its strengths, does not contain an account for the
genitive case of the arguments of na-verbs, let alone for the difference between
genitive and instrumental cases (there is no alternation like that in Slovenian).
The explanations in Kagan & Pereltsvaig 2011 cannot be fully extended to the
data in (1), because only the first case can be dealt with here .

17.3 Excess pere-

As Kagan (2013) notices, there is another prefix that behaves similarly to
the saturative complex na-+-sja: she calls it ‘pere- of excess’ and says that it
“licenses genitive objects with such verbs as, e.g., pereest’ (pere- eat) ‘overeat’
and perepit’ (pere-drink) ‘drink too much’. The semantic contribution of pere-
in these verbs is that of excess, similarly to the contribution of over- in the
English verb overeat. Such verbs may appear either without a complement (3a)
or with a genitive object (3b). An accusative object is not acceptable (3c).”

(3) a.  Lena pereela.
Lena pere-ate

‘Lena overate’

b.  Lena pereela gribov / sladkogo / mjasa.
Lena pere-ate mushrooms.GEN  sweet.GEN  meat.GEN

‘Lena ate too many mushrooms / too many sweets / too much meat.

c. “Lena pereela griby / sladkoe  / mjaso.
Lena pere-ate mushrooms.Acc  sweet.acc  meat.AccC
‘Lena ate too many mushrooms / too many sweets / too much meat’
(Kagan 2013: 180)
In addition to the inability of the verbs prefixed with pere- of excess to take
accusative objects, Kagan (2013) lists a number of other properties found in
them:

« they are incompatible with DP-level complements (4a)
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+ demonstratives with them are possible only under a kind interpretation

(4b)

« ‘genitive complements of pere-verbs cannot contain quantity-denoting
expressions’ (p. 181) (4¢)

- ‘the genitive complements receive narrow scope, non-specific readings’
(p- 181) (4d)

(4) a *Vasja pereel ostal'nyx ogurcov.
Vasja pere-ate [remaining cucumbers].GEN.PL
‘Vasja ate too many remaining cucumbers. (p. 180)

b.  Vasja pereel etix konfet.
Vasja pere-ate [these candies].GEN.PL
OK: ‘Vasja ate too many candies of this kind.
Impossible: ‘Vasja overate as a result of eating these particular candies’
i.e. the genitive phrase cannot refer to the specific set of candies that were
consumed by Vasja (p. 181)

c. *Vasja perejel pjati pomidorov / tarelki supa.
Vasja pere-ate five.GEN tomatoes.GEN.PL  plate.GEN soup.GEN

intended: ‘Vasja overate as a result of eating five tomatoes / a plate of soup.’
(p. 181)
d.  Masa mozet perepit’  vina.
Masha may pere-drink wine.GEN
‘Masha may drink too much wine. (p. 181)

In relation with the data above, Kagan (2013: 180) writes:' “Thus, genitive
complements of pere-verbs seem to share both syntactic restrictions and
semantic properties with GCIRs, which suggests that they should receive the
same analysis. This suggests that these nominals, too, are bare NPs that denote
properties and are plausibly semantically incorporated”

A very similar idea is developed in Romanova (2007). The difference will
be made clearer in the next section. Here, I will just show that excess pere-
does not only occur with the verbs jest’ ‘eat’ and pit’ ‘drink’. The examples in
Romanova (2007: 225) were found on the internet:

1 GCIR stands for ‘genitive complements of intensive reflexives’ (Kagan 2013: 174).
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(5) a. Vsé prosto, pereprygal, perelazil, a
all simple over-jumped’.act.s6.M over-climbed’.NpDIR.SG.M and
na utro nogi otkazyvajut.
on morning.Acc legs.Nom refuse’.pRrs.pL
‘Everything is simple; jumped too much, climbed too much, and the next
morning your legs don’t work. (http://tinyurl.com/pmna2za)

b.  Dzejms perebrosal Arenasa i prinés pobedu
D. pere-threw”.sc.m A.acc  and brought”.sc.m victory.acc
“Klivlendu”.
K.par

‘James outdid Arenas (in a basketball match) and led “Cleveland” to victory’
(http://tinyurl.com/pjfah3l)

c. Po-mojemu, ty peresmotrel filjmov s boljsim
along-mine you pere-watched’.sc.M movies.GEN with big

kolicestvom nasilija.
quantity.INs violence.GEN

‘In my opinion, you have seen too many films with high degree of violence’
(http://tinyurl.com/o7hwadb)

17.4 Non-arguments as properties for measuring the
event

In Romanova (2007), I claim that some superlexical prefixes are measure
functions applicable to events of different shapes. The difference in the event
shape is a decisive factor for the interpretation of the prefix-verb complex,
since the prefixes in question are comparable to non-selective quantifiers and
trigger ‘Quantification Variability Effect’ (Nakanishi & Romero 2004, Obenauer
1984-85). Most of the analysis is based on Schwarzschild 2006, where four
different measurable scales are proposed for verbal contexts. They are:

« degree

. range

« amount of events
« amount of stuff

‘A degree is a point on a scale; a range is a set that contains two degrees
on a particular scale as well as all the degrees that lie in between them; an
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amount is a kind of range, including a zero-point and involving mapping from
portions of stuff to ranges on a scale. Like is a degree verb in Schwarzschild’s
system, expand is a range verb, run or smoke cigarettes are amount-of-event
verbs, whereas eat can encode an amount of stuff’ (Romanova 2007: 198-199).

According to Schwarzschild 2006, all the ‘magnitude’ adverbials are sub-
divided into degree operators of the type ({d, t), t) (too, so, very etc.) and range
predicates of the type (d, t) (much, a lot, a little). In Romanova (2007), it is
claimed that the superlexical prefix na- (without the postfix -sja) is a range
predicate, whereas ‘excess’ pere- is a degree operator. If, as was shown above
and in Kagan (2013), the saturative construction na- + -sja behaves in a way
reminiscent of ‘excess’ pere-, it should also be analysed in a way that is distinct
from the account of accumulative na-.

Another point to make is that the saturative construction best displays case
alternation with consumption verbs, whereas the verbs with accumulative na-
can never be consumption verbs: they become creation verbs as a result of
prefixation. So, it is impossible to find examples like (6) below:

(6) *Lena najela kasi.
Lena nag-ate porridge.GEN
Intended: ‘Lena ate a lot of porridge’

However, when the verb is treated as a creation verb, the situation changes
favourably:

(7) Lena najela 15 kilogrammov za prazdniki.
Lena na-ate 15 kilos.GEN for holidays
‘Lena put on 15 kilos on holiday.

So, we cannot deal with the saturative construction in the same way as with
acccumulative na- at least for the following reasons:

« accumulative na- is a measure function operating on ranges of degrees,
whereas saturative na- + -sja construction is possibly a degree operator

« accumulative na- transforms any verb into a verb of creation, whereas
saturative na- + -sja occurs on verbs of consumption (especially when it
is accompanied by a genitive complement)
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17.5 Problematic data

The situation with the circumfix is much more complex and requires a thorough
investigation. Case alternation might really be possible only with the two
special verbs of consumption discussed in Kagan & Pereltsvaig 2011. Other
data suggest that some verbs can have only a genitive complement, and some
only an instrumental modifier, even though in (8) the verbs are synonymous:

(8) a.  Igor’ nasmotrelsia  filmov/ ??fi’mami o robotax.
Igor’ na-watched-sja films.GeEN films.INs about robots.Loc

‘Igor’ has had his fill of films about robots’

b.  Igor’ naljubovalsja oblakami/ *oblakov.
Igor’ na-feasted.eyes-sja clouds.INs clouds.GEN

‘Igor feasted his eyes on the clouds to his heart content’

What we actually see is two different constructions. In (8a), na- and -sja attach
to the verb simultaneously, whereas in (8b) the word ljubovat’sja ‘feast one’s
eyes on’ exists independently from na- and can always take an instrumental
object. Na- seems to be powerless to impose the presence of a measure scale.
Dysat’ ‘breathe’ is a verb similar to ljubovat’sja in that it takes an instrumental
complement without any prefixes, but it is different in that it does so without a
postfix too: dysat’ vozduxom. Thus, the instrumental case with na-+-sja is much
more preferable than the genitive case, although the latter is not completely
ruled out:

(9) ... nadysalas’ vozduxa, i nakupalas’, i napilas’
na-breathed-sja airGEN and na-swam-sja and na-drank-sja
parnogo moloka.
fresh.sG.NEUT.GEN milk.GEN
‘[she] breathed air, swam and drank milk to her heart content’
(http://tinyurl.com/odjqj36)

There are even more problematic cases like naigrat’sja ‘have one’s fill of
playing’ (10) or polysemous nagladit’sja ‘have one’s fill of stroking (sb/sth)/
have one’s fill of ironing’ (11):
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(10) a. Lena ne naigralas’ ?kuklami/ *kukol.
Lena not na-played-sjia dolls.iNs  dolls.GEn

‘Lena hasn’t had her fill of playing with dolls’

b. Lena ne naigralas’ v kukly.
Lena not na-played-sja in dolls.acc
‘Lena hasn’t had her fill of playing with dolls.

(11) a. Lena nagladilas’  bel’ja/ *bel’jom.
Lena na-ironed-sja bedsheets.GEN bedsheets.INs

‘Lena has had her fill of ironing bedsheets’

I8

*Lena nagladilas’  kota.
Lena na-stroke-sja cat
Intended: ‘Lena has had her fill of stroking a cat’

The differences in the two senses of nagladit’sja in (11) reveal a problem con-
nected with the semantic type of a verb.

Thus, the availability of case alternation or just one of the cases with a
na- + -sja verb seems to depend on the type of the verb: with pure verbs of
consumption, like eat and drink alternation is possible, with verbs of (inten-
tional) perception like see and listen only genitive is available, with verbs
whose complement is instrumental before the attachment of the circumfix
instrumental is either the only option, or a preferable choice, with verbs of
creation the attachment of na- + -sja is not possible.

17.6 Possible directions of analysis

By now I have shown that na- + -sja differs from accumulative na- in selective
properties: the circumfix does not attach to verbs of creation and as a degree
modifier does not have to operate on properties.> From this, it follows that the
property that provides the verb with the measurable scale is not necessary for
na-+-sja unlike na-. So, following Kagan & Pereltsvaig (2011), I can say that
what is measured by na- + -sja is the degree of satiaction. On page 229, they
write:

The subject may experience a low degree of satiation (which
means that she has not had enough of the process in question),

2 Moreover, the agent/experiencer of saturative constructions can only be animate.
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a relatively high, or satisfactory, degree of satiation, when she
feels that she has had exactly the right amount of this process,
or a very high degree of satiation (an “overdose”), which means
that she has had too much of the process. To illustrate, for the
VP jel (‘ate’), and the corresponding process of eating performed
by the subject, a low degree of satiation means feeling hungry,
a satisfactory degree corresponds to not being hungry, while a
very high degree of satiation means that the person has overeaten.
Crucially, the process with which the subject experiences satiation
is determined at the level of the VP projection, which contains the
verb and its complement, if the latter is present in the structure.

The satisfactory degree of satiation is rendered by the verb najelas’ ‘has
eaten to her heart content’ and the high degree will be expressed by the
‘excess’ prefix pere-. The question arises: why is pere- not accompanied by -sja?
The answer is, there is no need. But when we deal with na-, its attachment
leads to reanalysing any verb as a verb of creation and the presence of some
property along a particular measure path, representing a range of degrees
to be measured, not just a degree on a scale. Thus, -sja here plays a role of
precluding the verb from becoming a creation verb, on the one hand, and
providing the scale for measuring the event, on the other. As for the genitive
complement in some of the verbs, it is optional, unlike with most na- verbs,
and a different solution should be found to account for it. Compare:

(12) a.  Ona najelas’.
she na-ate-sja
‘She has eaten enough (= satiated her hunger).

b. *Ona najela.
she na-ate

In the second sentence, there is no property, a large amount of which is created
by the event represented by the na-verb. Since in the first sentence just the
presence of -sja is allowed, it is possible to suggest that -sja is the real scale
along which a degree of satiation can be determined.

The examples with prepositional phrases from Zaucer (2009) do not con-
tradict the proposal above. The proposal I made is however to be developed
in more detail, with finer elaboration of semantic and syntactic mechanisms
underlying the phenomenon under discussion.
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17.7 Conclusions

In this short article I have discussed a problem of ambiguity of saturative
construction yielded by the attachment of the circumfix na- + -sja to verbs.
This ambiguity is found with some PPs (1) and suggests at least a different
level of attachment of the PP in syntax. The ambiguity is not there when a
saturative verb (of consumption) takes a nominal complement. The case on the
complement varies, which leads to two distinct interpretations, comparable
to the ones in the ambiguous structures with PPs (2). The solutions offered
in Zaucer (2009) and Kagan & Pereltsvaig 2011 are limited to the phenomena
discussed: in the former, by the ambiguous PP interpretation, in the latter
by case alternation. So, Zaucer (2009) does not even raise the problem of
case alternation due to the data he deals with, and the account in Kagan &
Pereltsvaig 2011 does not seem to be extendable to the ambiguity situation in
(1). Moreover, the data discussed in both works are not sufficient.

Comparing na-+-sja to the accumulative prefix na- on the one hand and
the ‘excess’ prefix pere- on the other, and following Schwarzschild (2006), I
conclude that the saturative construction is closer to the latter in that it is a
degree operator rather than a range predicate. However, ‘excess’ pere- does
not require the presence of the reflexive postfix. This is explained by the nature
of saturativity: first, it is always directed at the subject itself, and second, the
creation reading should be precluded that inevitably arises when the prefix
na- attaches to a verb alone.

Judging by the optionality of any additional information provided by either
a prepositional or a nominal complement of a saturative verb I propose that
the true scale of satiation is yielded by the postfix -sja.

However, this is just a beginning of a serious study which should not only
consider a larger set of data, but also find a semantic and syntactic explanation
behind the saturative circumfix.
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Kendisi revisited

Pavel Rudnev

The present contribution follows up on Rudnev (2011), which, in turn, was based on
a presentation I gave in Barbara’s semantics class in the spring of 2008." It is for this
reason that I omit most of the arguments for the pronominal nature of kendisi and
present a formalisation of its semantic properties based on Partee (1983) and Elbourne
(2008).

18.1 Introduction

I first started thinking about the syntactic and semantic properties of the
Turkish reflexive-based pronominal element kendisi during Barbara’s course
on formal semantics and anaphora, which she taught at the Russian State
University for the Humanities in the spring of 2008. The initial observations
were written up as a course paper (Rudnev 2008), which was later transformed
into an article and eventually published as Rudnev (2011). In Rudnev (2011)
I attempted to situate kendisi in the typology of anaphoric expressions and
ended up arguing that it belongs in the same class as English-style pronominals
despite being formed on the basis of a reflexive.

The conclusion that kendisi is a pronominal was based on the following
observations, each of which is typical of pronominals such as the English he,

It is an honour to be invited to contribute to this volume. I am grateful to the editors for the
invitation, and to Giiliz Giines for her native speaker intuitions. Finally I would like to thank
Ekaterina Lyutikova for discussing with me various approaches to the structure of possessive
constructions in Turkic languages.
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and different from a prototypical reflexive:
« kendisi can be anaphoric to a non-local antecedent
« kendisi may not be semantically bound by a local antecedent
« kendisi may be used without an antecedent
« kendisi can be used as a donkey-pronoun
+ kendisi can be used as a resumptive pronoun
« kendisi allows both de se and de re readings in intensional contexts
« kendisi may occupy the sentential subject position

In Rudnev 20111 capitalised on kendisi’s external syntax whilst leaving the
issues relating to its internal composition for another occasion. The present
note is such an occasion.

18.2 Pronouns as definite descriptions

The general framework adopted in this note is Elbourne’s (2008) interpretation
of Heim & Kratzer (1998), and I will assume the reader’s familiarity with it. I
will also assume that the reader is familiar with the analysis of pronominal
expressions as definite descriptions (Elbourne 2005).

(1) a  Ifafarmer owns a donkey, he always beats it.

b.  If a farmer owns a donkey, he always beats the donkey he owns.

Elbourne (2005, 2008) treats personal pronouns like it in (1a) to be complex
definite descriptions like the donkey he owns in (1b).

18.2.1 The structure of pronominal expressions

Analyses which treat pronouns to be covert definite descriptions vary in their
account of what makes English pronouns look so different from the English
definite determiner: if it in (1a) above is indeed a short version of the donkey
he owns in (1b), why are (2) unacceptable?
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(2) a. *Ifafarmer owns a donkey, he always beats the.

b. *If a farmer owns a donkey, he always beats it donkey.

Elbourne (2005) proposes that personal pronouns correspond to definite de-
scriptions in which the complement of the definite determiner undergoes
NP-ellipsis. Because this is demonstratively wrong for kendisi, another im-
plementation is in order, and I suggest that Elbourne’s (2008) formalisation
of Nunberg 1993 is an appropriate first step in developing a full account of
kendisi.

In a classic paper Nunberg (1993) proposes that personal pronouns consist
of the following four parts:

« A deictic component picking up a contextually salient object called an
index, on the basis of which the actual interpretation of the indexical
will be computed.

« A relational component, which constrains the relation that must hold
between the index and the interpretation.

« A classificatory component including @-features

« An interpretation, which is an individual or definite description contrib-
uted to the proposition expressed.

Elbourne (2008) formalises Nunberg’s (1993) approach in line with his own
description-theoretic approach by assigning pronouns the structure in (3):

(3) [it[R 3, ]]

Starting from the bottom, i, is an index, or a variable over individuals, corres-
ponding to the deictic component. It then combines with Ry, a free variable
of type (e, (se, st)), which expresses the relation holding between i, and Nun-
berg’s interpretation. Glossing over the classificatory component, Elbourne
(2008) proposes (4) as the semantic value of the interpretation itself.

(4) [it] = Mesny- As.1x f(As”. x)(s) = 1

As (4) shows, both definite determiners and personal pronouns denote, on
Elbourne’s (2008) approach, functions from properties to individual concepts
(i.e., functions from situations to individuals).

Before I provide a similar-looking structure for kendisi later in §18.2.2.2, I
address the question to what extent kendisi is indeed a definite description.
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18.2.2 Analysis
18.2.2.1 Reasons to analyse kendisi as a definite description

In developing my analysis of the internal structure of kendisi I rely on two
sources of evidence.

Possessive-like morphosyntax

The first piece of evidence comes from the overall resemblance between the
morphological shape of kendisi and the way in which the possessum is marked
in Turkish possessive constructions.

In all three noun phrases in (5) the possessed object, araba ‘car’, is carrying
-s1, the possessive agreement marker which reflects the third-person features
of the possessor.

(5) Ali’nin araba-s1 on- un araba-s1 pro araba-si
Ali.GEN car- 3sG 3SG-GEN car- 3SG car- 3SG
‘Ali’s car’ ‘his/her car’

The -si morphology on kendisi is the same marker of possessor agreement.
In addition, as argued by Kornfilt (2001), and illustrated in (6), kendisi can be
accompanied by a possessor.

(6)  pro kendi-si on- un kendi-si Ali'nin kendi-si
self- 3sG 3SG-GEN self- 3sG Ali.GeN self- 3sc
lit.: ‘his/her/Ali’s self’

Analyses of Turkish possessive constructions are too numerous to do justice to
here, but I schematically represent two of them in (7). Kornfilt (2001) analyses
kendisi, as well as other possessive phrases, as agreement phrases, or AgrPs (7a),
whereas more recent approaches treat possessive phrases as DPs. The tree in
(7b) is an adaptation of Pereltsvaig & Lyutikova’s (2014) proposal — originally
designed to account for a number of possessive constructions in Tatar — for
kendisi.
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(7) a AgrP b. DP
< N
pro  Agr pro D
PN PN
NP  Agr PossP D’
\ \ NG
kendi  -si kendi
(Kornfilt 2001) (Pereltsvaig & Lyutikova 2014)

It is immaterial for the purposes of the present paper which of the two analyses
is the correct one, which is why I tentatively adopt (7b) as the syntactic
structure of kendisi.

Definite-like behaviour

Though very attractive, Elbourne’s analysis of pronouns as definite descrip-
tions faces empirical difficulties when confronted with languages lacking
definite determiners. Matthewson (2008) analyses pronouns in one such lan-
guage — St’at’imcets — and identifies the following traits shared by definite
expressions: (i) backwards pronominalisation, (ii) existential statements and
(iii) sluicing.

As regards backward pronominalisation, Turkish kendisi behaves like
a definite pronoun in a language like English, as shown by the unacceptability
of (8b).

(8) a. Giiliz gel- di. Sonra (kendisi) otur-du.
Giliz.Nom come-psT then (self.3sG) sit- PpsT
‘Giiliz, came. Then she, sat down.

b. *Kendisi gel- di. Sonra Giiliz otur-du.
self.3s6 come-psT then Giliz.NoM sit- PsT
(‘She, came. Then Giiliz, sat down.)

Even though the only superficial difference between (8a) and (8b) involves
the directionality of coreference (i.e., anaphora vs. cataphora), the unaccept-
ability of (8b) cannot be reduced to a general dispreference for cataphoric
dependencies. As shown in (9) below, kendisi can be used cataphorically.
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(9) Adam kendisin-i ~ gériince Ayse pencere-den atla- di.
Adam.NoM self.35G- Acc see.cVvB Ayse.NOM window-ABL jump-PST
‘When the man saw her,, Ayse, jumped out of the window.

It is therefore not unimaginable that the surface position of kendisi relative to
its antecedent in (8) is a reflex of the semantic notion of familiarity. If kendisi
is a definite description, it is predicted to display familiarity effects.

Turning to existential constructions, it is an established fact in the
formal-semantic literature that pronouns like he pattern with strong quantifi-
ers like all in being unacceptable in existential constructions (Milsark 1974).
Turkish obeys this generalisation, as can be seen from the contrast in (10).

(10) a.  Bahge- de bir siiri insanlar var.
garden-LOC one many person.PL COP:PRS:3
‘There are many people in the garden’

b. *Bahge- de bitin insanlar var.
garden-Loc all person.PL COP:PRS:3
(“There are all people in the garden.)

The strong quantifier biitiin ‘all’ behaves like its English counterpart in trigger-
ing unacceptability when used in an existential context. As far as the pronouns
are concerned, both o and kendisi trigger the same effect. The context descrip-
tion below is from Matthewson (2008: 535).

(11) Context: You are sitting eating breakfast looking out at your garden and you see
two people walking in the garden. You tell your grandson:

a. “Bahge- de onlar var.
garden-Loc they COP:PRs:3

b. *Bahge- de Kkendisin-ler var.
garden-Loc self- PL COP:PRS:3
(‘There’s them in the garden’)

Both o and kendisi, then, behave like prototypical definite pronouns when
appearing as pivots of existential constructions.

Matthewson’s (2008) final test for definiteness is based on the observation
that in sentences with sluicing only an indefinite can serve as the antecedent
for the wh-phrase in the elliptical clause. Sluicing in Turkish is illustrated in

(12).2

2 Whether sluicing exists in Turkish is still a matter of an ongoing debate in the ellipsis literature
(cf. Ince 2012 and the references cited there). As far as the issue of indefiniteness as one of the
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(12)  Biri ara-d;, ama kim bil- mi- yor-um.
Someone call-psT but who know-NEG-PRS-1SG
‘Someone has called but I don’t know who.

The wh-phrase kim ‘who’ in (12) depends, in a way, on biri ‘someone’ in the
antecedent clause. A potentially possible dependency between kim ‘who’ in
the ellipsis clause and kendisi in the antecedent clause cannot be established.

(13) *Kendisi ara-di, ama kim bil- mi- yor-um.
self.3sG call-psT but who know-NEG-PRS-1SG
(‘He has called but I don’t know who.)

I follow Matthewson (2008) and interpret the unavailability of a sluiced con-
tinuation in (13) as a consequence of kendisi being semantically definite.

This concludes the presentation of kendisi’s definite-like behaviour, and
we proceed to the implementation.

18.2.2.2 Implementation

We have seen from the foregoing discussion that there is ample evidence for
kendisi to be treated as a definite description. Below I provide a preliminary
implementation building on the work of Nunberg (1993), Elbourne (2008),
Pereltsvaig & Lyutikova (2014).

In Elbourne’s (2008) formalisation of Nunberg’s proposal the most deeply
embedded element is an index. Because kendisi is formed on the basis of kendi,
which is a proper reflexive pronoun (Kornfilt 2001, Rudnev 2011), I take the
semantic value of kendi to be a variable over individuals:3

(14)  The deictic component
[ kendi]] = x,

Given the presence of overt possession morphology in the case at hand, as well
as an influential treatment of possession in terms of a free relational variable
(Partee 1983), I propose that Nunberg’s relational component in both the

licensing conditions of sluicing (or its functional analogue) is concerned, the competing analyses
do not differ. I am indebted to James Griffiths and Giiliz Guines (p.c.) for helpful discussion.
Treating kendi in its réle as a constitutive part of kendisi as an individual variable might prove
fruitful since kendi in its reflexive uses is interpreted as a bound variable. The question of whether
kendi’s bound-variable behaviour is the result of an individual variable being bound — as opposed
to situation variables in Elbourne (2008) et seq. — should be addressed separately.
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structure and meaning of kendisi should be equated with a possession relation
encoded by means of the variable R whose value is provided contextually.

(15)  The relational component
[R] = Ax,. Au. As. u(s) = x

The classificatory component, which for Nunberg and Elbourne encodes
¢-features, is inherited by kendisi from the possessor, and is most probably
not interpreted on kendisi itself (cf. Pereltsvaig & Lyutikova 2014), which is
why I do not include it in the exposition.

Finally, we can treat the null pronoun corresponding to the interpretation
as an Elbournian definite description:

(16)  The interpretation
[lo/pro]] = Afise sy As.1x f(As". x)(s) = 1

Let us consider one example illustrating how the current system works.

(17)  Kendisi gel- di.
self.3sG come-PST
‘She has arrived.

The pronoun in question is used in (17) referentially, and its semantic value is
given in (18), omitting the intermediate steps of the computation.4

(18)  [kendisi]] = As.1x x is a female individual in s

Intransitive verbs like arrive have the semantic value in (19), where I am
glossing over the semantics of the past tense for the sake of simplicity:

(19) [[geldi]] = Aug . As. u(s) arrived in s

Finally, (17) has the semantics in (20), where the semantic values of kendisi
and geldi combine by function application.

(20) [[Kendisi geldi]] = As.1x such that x is a female individual in s arrived in s

The semantic value of geldi ‘arrived’ is a function whose domain contains
the semantic value of kendisi. Once combined, the result is a set of situations
(i-e., a proposition) in which a particular contextually salient female individual
arrived.

The fact that the contextually salient individual is singular and female is a consequence of the
internal composition of pro, which includes a classificatory component of its own.
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18.3 Concluding remarks

In this note I have revisited the Turkish complex reflexive kendisi with a view
to establishing whether its morphosyntactic appearance warrants a semantic
analysis in terms of definite descriptions. Having adduced evidence from
familiarity effects, existential constructions and sluicing, I have reached the
conclusion that kendisi behaved like a definite description. I have then provided
an adaptation of Elbourne’s (2008) semantics for personal and demonstrative
pronouns, whereby pronouns more generally, and kendisi in particular, are
decomposable into four distinct components: an individual variable, a rela-
tional variable, classificatory information such as ¢-features, and the individual
contributed to the discourse.
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Degree modifiers: A new perspective on
their semantics and the role of stress in it

Galit Sassoon and Natalia Zevakhina

This paper focuses on the meaning of degree modifiers such as slightly and completely,
when they are either more prosodically prominent than the scalar adjective they modify
or less so.' Thus, one challenge is to explain the meaning, function and distribution
of these modifiers. A second challenge is to explain the way accentuation (prosodic
prominence vs. non-prominence) affects their meanings. The paper argues that the
sensitivity of weak modifiers such as slightly to the type of membership norm of the
modified adjective poses a challenge to semantic analyses of these modifiers in terms
of quantification, scale-structure or norm-shifting (section 19.1.1), and suggests, instead,
that these modifiers trigger granularity shifting (section 19.1.2). Two analyses of the
role of accentuation in modifiers are then discussed (section 19.1.3). Lastly, the paper
presents an experiment that appears to support the granularity shifting account and a
compatible treatment of prosodic prominence as generating local intensification of the
meaning of the accented word (sections 19.2-19.3).

We gratefully acknowledge Clara Cohen for recording the experimental texts. Also, our special
thanks to the audience of the Focus Sensitive Expressions from a Cross-Linguistic Perspective
workshop (Bar-Ilan University, February 2014). All the mistakes are solely ours.
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19.1 Theoretical prerequisites

19.1.1 Three views of degree modifiers

Degree modifiers constitute a set of scalar alternatives ranging from weak
modifiers (e.g., slightly, a bit, somewhat) to strong ones (e.g., completely, totally,
perfectly). This section presents three a-priori plausible views of these modifiers
and argues that they are not satisfying.

On the quantificational view, weak modifiers are existential quantifiers
over degrees. For instance, x is slightly A is true iff x is A to at least some
non-zero degree on A’s scale. Strong modifiers are universal over degrees. For
instance, x is completely A is true iff x is A to every degree on A’s scale.

By contrast, on the scale-structure view (Kennedy & McNally 2005, Kennedy
2007, Syrett, Kennedy & Lidz 2009), degree modifiers have no truth-conditional
effect, but weak modifiers (minimizers) presuppose the existence of a scale
minimum and strong ones (maximizers) presuppose a scale maximum (cf. (1a)

vs. (1b)).

(1) a  x is slightly A is true iff f,(x) > min(f,); false iff f,(x) < min(f,), and
undefined otherwise.

b.  x is completely A is true iff f,(x) = max(f,); false iff f,(x) < max(f}), and
undefined otherwise.

Thus, weak modifiers (minimizers) combine with lower-closed adjectives (e.g.,
dirty, wet), whereas strong ones (maximizers) combine with upper-closed
adjectives (e.g., clean, dry). Both types of modifier are predicted to combine
with doubly-closed adjectives (e.g., open, full), and neither is predicted to
be good with relative adjectives like tall or short. The scale of the latter is
argued to be open (although this point is debatable). In accordance, in relative
adjectives, ‘x is A’ is true iff x exceeds a contextual norm: f;(x) > norm(c, f).
By contrast the membership norms of lower-closed and upper-closed adjectives
are scale minima and maxima, respectively (thus, they are called partial and
total, respectively), whereas the norm of doubly-closed adjectives can be either
a minimum (as in, e.g., the partial adjective open) or maximum (as in, e.g., the
total adjective full; cf. Rotstein & Winter 2004).

Nonetheless, both the scale-structure and quantificational views conflict
with some empirical observations. In particular, they fail to explain the sensitiv-
ity of minimizers like slightly to membership norm type. Corpus and judgment
studies (Solt 2012, Bylinina 2012, Sassoon 2012) show that slightly is neither
free to occur with every gradable adjective (pace the quantificational view), nor
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restricted to only adjectives with lower-closed scales (pace the scale-structure
view). Rather, it appears to select adjectives whose categorization criterion
requires that entities exceed an external threshold (cf., the relation ‘>’ in (1a) as
opposed to ‘= 1in (1b)), the threshold being either the minimum (as in slightly
dirty, slightly open), or a midpoint (as in slightly too tall, slightly tall for his
age). Accordingly, slightly is relatively infrequent and unacceptable with ad-
jectives whose scale has a minimum, if their default categorization criterion
requires having a degree identical to the maximum (*’slightly full/ closed), as
for instance, slightly’s reduced acceptability in (2) illustrates.

(2) ??The city square is slightly full.

In fact, 2-3 people do not suffice to turn a square slightly full, pace (1a). The
square has to be full, but only a point below the maximum may function as
an external threshold for entities to exceed, thus a ‘rather full’ interpretation
results (and acceptability reduces).

Furthermore, the scale-structure view predicts bare and slightly-modified
partial adjectives to have the same meanings e.g., dirty < slightly dirty, and
bare and completely-modified adjectives to have the same meaning, e.g., full <
completely full. However, slightly dirty is weaker than dirty since it can hold
of things that are less dirty than dirty things® and completely full is stronger
than full, cf. (3).

(3)  The tank is full, but it is not completely full, you can still top it off.

According to the scale-structure view, maximizers are assumed to function as
slack regulators (Lasersohn 1999), triggering interpretations at a high precision
level (Kennedy 2007, Syrett, Kennedy & Lidz 2009). To illustrate, in ordinary
usage, a floor might be considered clean despite some stains of dirt on it, but
The floor is completely clean means “The floor is strictly speaking clean’. This
pragmatic role, however, does not straightforwardly extend to minimizers like
slightly, which, rather than strengthening interpretations, weaken them (see
Sassoon 2012).

Finally, on the norm-shifting view, minimizers would merely lower mem-
bership norms, while maximizers would merely increase membership norms,
as in (4a) and (4b). However, this view, again, fails to explain the reduced
acceptability and frequency of slightly with maximum-norm adjectives (full,

In addition, very slightly dirty is even weaker than dirty: it applies to things that are less dirty
than slightly dirty ones. The same goes for accented slightly: SLIGHTLY dirty things are even less
dirty than slightly,accented dirty ones.
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clean), and it wrongly predicts that speakers would intuitively infer from x is
(only) slightly A that x is not A, which they do not.

(4) a.  xisslightly Ais true iff £,(x) > (norm(f,) — d).
b.  x is completely A is true iff f,(x) = (norm(f,) + d).

19.1.2 Granularity shifting analysis

On the granularity shifting analysis, minimizers and maximizers alike trigger
shifting to finer granularity levels (Lewis 1979, van Rooij 2009, Sassoon &
Zevakhina 2012a,b), namely to scales that represent more degree distinctions.
This may happen because the usage of a modifier renders salient a richer set
of alternatives, including besides the prejacent x is A, also alternatives of the
form x is M A. The salience of such alternatives necessitates an association of
A with a finer scale comprising of more degrees than in default uses of A, in
order to give the richer set of different alternatives distinct interpretations.

Moreover, as a consequence of this shifting, maximizers strengthen mean-
ings. When finer degree differences are considered, fewer entities are seen
as identical to the maximum or to any other point (as in perfectly in time,
completely sick; see also Rotstein & Winter 2004). By contrast, minimizers
weaken meanings: when finer degree differences are considered, more possible
entities can be seen as exceeding a given threshold, be it the minimum or any
other point (as in slightly ahead of time, slightly taller). Thus, this analysis
seems to capture the distributional constraints and semantic contribution of
modifiers.

A series of studies aimed to support the role of granularity shifting, ex-
ploiting Lewis’s (1979) hypothesis that shifting from coarse to fine granularity
(as in (5a)) is preferable over shifting from fine to coarse granularity (as in

(5b)).

(5) a  The Netherlands is {flat, not bumpy}, but actually it is {not completely flat, a
bit bumpy}.

b. #The Netherlands is {not completely flat, a bit bumpy}, but actually it is {flat,
not bumpy}.

Distinctions just acknowledged (slight vs. no bumps at all) cannot be ignored
in immediately subsequent discourse. The main prediction of the granularity
shifting analysis of modifiers is that utterances with a modified adjective (such
as completely full or slightly dirty) involve an irreversible shift to fine granu-
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larity. Therefore, a subsequent utterance of a bare adjective (such as full or
dirty) will be interpreted on a fine scale, resulting in interpretations equivalent
to ‘completely full’ and ‘slightly dirty’. By contrast, initiating discourse with
utterances of bare forms of adjectives generate coarse interpretations (slight
dirt is ignorable). Subsequent utterances of the modified forms produce shifts
to finer granularity, i.e., interpretations that are different from those of the bare
adjective: completely full is stronger than coarsely interpreted full and slightly
dirty is weaker and can differ from coarse dirty if exhaustified to mean ‘only
slightly dirty’. Thus, higher agreement ratings for fine-to-coarse inferences
(If M A, A) than for coarse-to-fine inferences (If A, M A) were predicted. This
prediction was confirmed in Sassoon & Zevakhina 2012a,b (p < .01).

These studies, however, were based on written texts. A potential confound-
ing factor was that subjects may have stressed the modifier in the coarse-to-fine
texts (e.g., If x is dirty, x is SLIGHTLY dirty) more often than they did in the fine-
to-coarse texts (If x is slightly dirty, x is dirty; we thank Yael Greenberg for this
observation). A remaining question is, then, what is the role of accentuation
and whether granularity shifting effects will be observed at all in judgments
based on recorded texts with either accented or unaccented modifiers. The
experiment reported in section 19.2 addresses these two theoretical questions.

19.1.3 Two views on the role of accentuation in the degree
modification

According to Rooth (1985), accentuation (i.e., focus) affects the choice of scalar
alternatives. Consequently, it may trigger implicature derivation (cf. Fox &
Katzir 2011). The experimental literature on differences between accented vs.
unaccented some and or suggests that, indeed, in accented use, the tendency
to derive implicatures increases. For instance, Some books are on the shelf
(unaccented use of some) significantly differs from SOME books are on the
shelf (accented use of some) in this respect (cf. Milsark 1977, Papafragou &
Tantalou 2004, Thorward 2009, Huang & Snedeker 2009, Grodner et al. 2010,
Zondervan 2010, Chevallier et al. 2008).

Considering the modifier slightly in this light gives rise to the view that
the inference If x is SLIGHTLY A, x is A (accented use of slightly) renders scalar
alternatives salient (slightly A < pretty A < rather A < very A < completely A)
and gives rise to implicature derivation. Therefore, accented slightly has an
upper-closed interpretation ‘only slightly’ due to which certainty in the infer-
ence is predicted to be low. By contrast, the inference If x is slightly A, x is A
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(unaccented use of slightly) is less likely to render the alternatives salient, thus
reducing the chance for implicature derivation. Given the higher likelihood of
an upper-open interpretation ‘slightly and possibly A’, certainty in the infer-
ence is predicted to be high. For example, in (6a) and (6b), a negative answer
is expected, as accented slightly is interpreted as ‘only slightly’. By contrast,
in (7a,7b), a positive answer is expected, as unaccented slightly is interpreted
as ‘slightly and possibly more’ (Yael Greenberg, personal communication).

(6) a.  A:The table is dirty. — B: No (?Yes), it’s SLIGHTLY dirty.
b.  A:The table is SLIGHTLY dirty. — B: No (?Yes), it’s dirty.

(7) a.  A:The table is dirty. — B: Yes (?No), it’s slightly dirty.
b.  A:The table is slightly dirty. — B: Yes (?No), it’s dirty.

However, beside this type of implicature facilitation, accent may have various
other functions, including the creation of local intensification similarly to
modification by very (Kadmon & Sevi 2010, Greenberg 2014). For instance, in
(8a), accentuation gives rise to a standard which is a more extreme degree on
the scale of dirtiness, thus, accentuation reinforces the meaning of dirty. In
(8b), accentuation strengthens the meaning of slightly, which is now shifting
the interpretation of dirty to a more extremely fine-grained one (effectively
shrinking the distance from the threshold that entities are required to have
to count as members, as stated in (9b)). Thus, SLIGHTLY dirty is weaker than
slightly dirty which is weaker than dirty, i.e. accent increases dissimilarity
between a bare and slightly-modified adjective, as stated formally in (9a-9d).3

(8) a.  Theroom is dirty, and I (really) mean DIRTY! (Kadmon & Sevi 2010)
b.  The room is slightly dirty, and I (really) mean SLIGHTLY dirty!

Semi-orders are relations such as those denoted by significantly older, visibly shorter, or perceptibly
sweeter (Gaifman 2010, van Rooij 2009)). The corresponding indifference relations (e.g., those
denoted by not significantly older, or not perceptibly sweeter) are not transitive (for instance, when
Ann is not much taller than Bill and Bill is not much taller than Chris, Ann can still be much
taller than Chris). The measurement theoretic equivalence of x; > x, for a semi-order > is
a function f such that f(x;) > f(x,) + r, for some constant r, representing the perception or
significance threshold. Applying this notion to modified adjectives, if x is slightly dirty, its degree
of dirt is required to exceed the norm on a fine-grained semi-order (corresponding with a small
significance threshold r); however, it may not exceed the norm assuming a default coarse-grained
semi-order (corresponding with a bigger significance threshold).
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®

(9)

x is Ay is true iff x >¢ min(>).
b.  xis slightly Ay is true iff x >¢ norm(>,), where >, C >, (x exceeds A’s

norm relative to a semi-order > 5 finer than the default >,. The degree to
which >, is fine matches slightly’s prosodic prominence, as follows:

¢ xisslightly Asis true iff x >p, norm(>p), where >, C >

d.  xis SLIGHTLY Ay is true iff x >, agp TIOTM(> 7 ), where >, C >0 S > o

The effect of slightly in (9c) is weak: the denotation of a bare adjective is
close to the one of its slightly-modified version (A ~ slightlyA), so certainty in
inferences between them is predicted to be relatively high. On the contrary, the
effect in (9d) is big. An abnormally small distance from the external threshold
is required, so very low degrees now count as exceeding the norm. However,
assuming the accent effects to be local, the denotation of a bare adjective
occurring in the context is predictably not affected (A # very slightly A). Thus,
certainty in the inference is predicted to be relatively low.

Dissimilarity of alternatives is yet another factor that raises likelihood of
implicature derivation. According to recent studies Zevakhina 2012, Beltrama
& Xiang 2013, van Tiel et al. in press, the likelihood of implicature derivation
is inverse to alternative similarity. Given scalar alternatives A < B < C, =Cis
more likely to be inferred from an utterance of A than of B (e.g., the inference
If the water is cool, it is not freezing is more likely derived than the inference If
the water is cold, it is not freezing), and =C is more likely than =B to be inferred
from A (e.g., the inference If the water is cool, it is not freezing is more likely
derived than If the water is cool, it is not cold). Returning to (9), if alternative
dissimilarity plays a role here, then, again, we expect higher likelihood of
upper-closed readings in the accented use than in the unaccented one. Given
the set of alternatives sLIGHTLY A < slightlyA < A, the alternatives A and
SLIGHTLY A are more dissimilar than A and slightly A, rendering implicatures
more likely in the context of the former than the latter.

Nonetheless, there is a difference in predictions between the implicature
facilitation and intensification views of the role of accent, which results from
the interaction between granularity shifting and prosodic effects. Assuming
that in (10a) and (11a) granularity shifting arises due to the presence of slightly
in the antecedent, small dirt specks suffice to render an entity slightly dirty.
Now, following Lewis (1979), we predict that this shifting affects the subsequent
occurrence of the adjective in the consequent as well, i.e., small specks suffice
to render an entity strictly dirty, thus facilitating inference derivation (certainty
in (10a) and (11a)). By contrast, the adjectives in the antecedents of (10b) and
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(11b) are quite obviously not affected by the granularity shifting triggered by
the subsequent occurrence of slightly in the consequent. Hence, in this context,
small dirt specks which make an entity slightly dirty should not suffice to
make it dirty. Thus, inference derivation is predicted to be hindered by the
possibility of upper-closed weak interpretations of the consequent (‘covered
by only small dirt specks’) as compared to the antecedent (‘covered by more
than small dirt specks’). Therefore, prediction 1 is that (10a) > (10b) and (11a)
> (11b).

(10) a.  If the table is slightly dirty (A), it is dirty (B). A = slight amount of dirt
(weak), B = slight amount of dirt (weak)

b.  Ifthe table is dirty (A), it is slightly dirty (B). A= dirt (strong), B = slight
amount of dirt (weak)

(11) a.  Ifthe table is sLiGHTLY dirty (A), it is dirty (B). A = very slight amount of
dirt (very weak), B = (very) slight amount of dirt (weak/very weak)

b.  A: The table is dirty (A), it is SLIGHTLY dirty (B). A = dirt (strong), B = very
slight amount of dirty (very weak)

As for prosody effects, on the local intensification view, unaccented (10a)
is predicted to give rise to greater certainty than accented (11a). In (10a),
dirty and slightly dirty are expected to have the same classification threshold,
resulting in high certainty (whether upper-closed readings are derived or not).
In (11a), though, prosodic intensification results in local shifting to abnormally
fine granularity fiery—, for SLIGHTLY dirty, finer than f, used to interpret the
unaccented subsequent occurrence of dirty. In other words, accent induces
a contrast which the Lewis’s effect can’t undo. Thus, (11a) is predictably less
certain than (10a). Therefore, prediction 2a is that (10a) > (11a).

Importantly, the implicature-facilitation view makes a different prediction.
On this view, accent marks focus that triggers the use of certain alternatives,
which in turn, render implicatures more likely to be derived in (11a) than in
(10a). However, assuming granularity-shifting, A should convey slightly A in
the first place, so inference certainty is not expected to be affected, resulting
in prediction 2b that is (10a) = (11a).

Finally, certainty is predicted to be lower in (11b) than (10b) if indeed dis-
similarity of alternatives facilitates implicature derivation, for the dissimilarity
between SLIGHTLY A and A is greater than the dissimilarity between slightly A
and A.
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19.2 Experimental study

The predictions stated in the previous sections are tested in the following
experiment.

19.2.1 Method

The participants, who were recruited via Amazon Mechanical Turk, reported
being native speakers of English. They were rewarded with 1 dollar for filling
out a survey. 25 participants judged each item. The 1407 answers by 44 subjects
whose reaction time was unreasonably fast overall and/or who skipped many
questions were removed.

The target materials used 8 partial adjectives (open, transparent, visible,
wrong, incorrect, unclear, dirty, sick), 8 total adjectives (full, closed, empty,
invisible, correct, opaque, clean, healthy), and 2 modifiers (slightly or completely),
resulting in 32 item combinations. Each one of these items occurred in four
inference patterns, of which this paper focuses on the first two: If M A, A; If
A, MA;IfMA, not A; If not M A, not A, with the modifier M either accented
(more prominent than the adjective A) or not, as in the following examples
(12a—12d). Unmodified adjectives and negation always had neutral accent.

(12) a.  Ifapetis {SLIGHTLY, slightly} sick, does it follow that it’s sick?
b.  If a pet is sick, does it follow that it’s {SLIGHTLY, slightly} sick?
c. Ifapetis{sLIGHTLY, slightly} sick, does it follow that it’s not sick?

d.  If apetis not {SLIGHTLY, slightly} sick, does it follow that it’s not sick?

The 256 target sentences were mixed with 256 fillers.# All the sentences were
recorded by a native English speaker, a PhD student working in the fields
of phonetics, phonology and psycholinguistics (Clara Cohen, University of
California, Berkeley), who was instructed to overemphasize the accented modi-
fiers, to raise the likelihood of getting accent effects in the laboratory situation,
if there are any in natural speech (for discussion of this point see Hampton

The fillers consisted of 128 inference patterns with and and or (If x is A1 conj Az, does it follow that
x is A2?; If x is Az, does it follow that x is A1 conj A2?) and 128 patterns with and and or within
comparative forms (If x is more A1 conj Az, does it follow that x is more A2?; If x is more Az, does it
follow that x is more A1 conj Az?). In all the fillers, either the first conjunct or the conjunction
word was accented and a single adjective had neutral stress. These fillers can serve to study scope
ambiguity, but we must leave this for a different paper.
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et al. 2013). Following Huang & Snedeker (2009), prosodic prominence in ante-
cedent clauses was signaled by a combination of high and low pitch accents
L+H:, whereas prosodic prominence in consequent clauses was signaled by
another combination of low and high pitch accents, L#+H. Neutral stress in
antecedent clauses was signaled by Hx or L++H, depending on how long the
sentence was. Neutral stress in the consequent was signaled by Lx, and the
consequents always ended with an H-H% intonation characteristic of English
polar questions.

The 512 sentences were counterbalanced into 16 lists of 32 items each. 512
audio files of general length 51.35 minutes made an average work time of 6.04
seconds per file and 3.09 minutes per list. With additional minimum of 16
seconds to rank and 5 seconds to fill out personal details, the fastest work time
per list was estimated to be 214 seconds, or even 207 for lists that happen to
be shorter than the average. Thus, only work time above 207 seconds counted
for the statistics (9o% of the data); with an average number of 22.5 answers
per item (SD = 2.75; MIN = 19).

After listening to the recorded texts, participants had to choose an answer
on a five-point Likert scale ranging from 1 (certainly not) to 5 (certainly yes).
The instructions were as follows: #x Notice that this HIT is for English native
speakers only! +x For each one of the following 32 yes/no questions, click on the
play button to listen to a question and then choose an answer on a 1 (certainly
not) to 5 (certainly yes) scale. For example, if the question is “If Bill has 100 books
and Sara has 200 books, does it follows that Sara has more books?”, I would
answer certainly yes (5). However, if the question is whether Sara has fewer books,
I'would answer certainly not (1).

19.2.2 Results and discussion

Regarding inference type, a Wilcoxon signed-ranks test yields that ranking of
agreement is generally significantly higher for If slightly A, A than for If A,
slightly A (W = 276, p < .01) and for If completely A, A than for If A, completely
A (W = 486, p < .001). This is also the case for the corresponding inferences
divided by accentuation type into accented slightly (W = 81, p < .05), accented
completely (W = —136, p < .001), and unaccented completely (W = —110,
p < .01), except for unaccented slightly (W = 58, p > .05), see also fig. 19.1. This
result generally supports the granularity-shifting analysis of degree modifiers,
whereby shifting from fine-to-coarse granularity is preferred to shifting from
coarse-to-fine one (therefore, prediction 1 is supported).
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Figure 19.1: Certainty ratings in 2 inference types and accented vs. unaccented
modifiers slightly vs. completely

As for prosody effects, a Wilcoxon signed-ranks test yields that ranking
of agreement is generally significantly lower for accented modifiers than for
unaccented ones in the two inference types (If A, M A vs. If M A, A) and two
modifier types (slightly vs. completely: W = —860, p < .01). This also holds
for the following combinations of each of the inference by modifier types:
If A, completely A (W = =94, p < .01), If A, slightly A (W = —98,p < .01),
and If slightly A, A (W = —89,p < .05), except for If completely A, A (W
= 60,p > .05; see fig. 19.2). Most importantly, evidence for a conjunction
of granularity shifting and prosody effects is clearly seen in the partials. A
Wilcoxon signed-ranks test yields that ranking of agreement is significantly
higher for unaccented than accented slightly in the inference pattern If slightly
A, A (W = =31, p < .05). This confirms prediction 2a, namely that prosodic
intensification is local: it results in granularity f,.,,, abnormally fine for
contexts with sLIGHTLY, such that a subsequent bare adjective is still interpreted
only relative to a ‘normally’ fine granularity f,. Prediction 2b, however, was
not borne out.

This finding generally confirms the local intensification analysis of accen-
tuation, i.e., that prosodic prominence functions similarly to the use of very.
Thus, SLIGHTLY dirty is weaker than slightly dirty, whereas COMPLETELY clean

282



G. Sassoon & N. Zevakhina

BACCM
UnaccM
Ao Al Al

Figure 19.2: Certainty ratings in 12 inference types and accented vs. unaccented
modifiers

is stronger than completely clean. This suggests that modifier accentuation
leads to granularity level shifts that are abnormally fine even for contexts of
use of modified adjectives. This kind of shifting does not affect subsequent
prosodically neutral usage of a bare adjective. Thus, accentuation extends
the difference between modified and unmodified forms of adjectives, thereby
lowering certainty in inferences from one form to the other (except in the
pattern If completely A, A, where extra strengthening with accented completely
predictably facilitates certainty in the inference).

To the best of our understanding, an alternative account whereby accent
on modifiers functions as contrastive focus, fails to predict the accent effects.
For instance, abstracting away from details pertaining to one or other particu-
lar analysis of the phenomenon, assume accented slightly denotes its focus
semantic value, rendering the set of scalar alternatives of slightly salient. This
eventually leads to an upper-closed interpretation ‘only slightly A’ via the
inference that stronger scalar alternatives are false (not pretty/ very/ completely
A). However, given a granularity shifting account of slightly, such an analysis
predicts no accent effects in inferences from, e.g., slightly dirty to dirty. Even
if x is SLIGHTLY dirty conveys that x has a degree d that exceeds the norm
relative to a fine-grained exceeding relation and x has no higher degree than
d, it still follows that x is dirty relative to a fine-grained exceeding relation.
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Figure 19.3: Certainty ratings reflecting granularity shifting and prosody
effects in partial adjectives

Thus, accentuation is expected not to reduce certainty in the inference.

Finally, a Wilcoxon signed-ranks test revealed no significant difference
between accented vs. unaccented slightly in the inference pattern If A, slightly
A (W = =22,p > .05). Thus, the data does not give evidence for higher
likelihood of upper-closed interpretations (‘only slightly’) when alternatives
are more dissimilar due to accentual intensification. However, we cannot infer
from this that there are no accent effects in real life. The laboratory conditions
may have weakened the prosodic contrast.

19.3 Conclusion

The results of the study confirmed the existence of shifting effects in coarse-to-
fine and fine-to-coarse conditions with modifiers, even when accentuation is
taken into account. In addition, the study brings evidence for prosodic intensi-
fication effects, namely effects which are not expected to occur if the only role
of prosodic prominence is to render salient the set of alternatives comprising
the focus semantic value of a modified adjective. At any rate, this study is pre-
liminary. More experimentation, as well as theoretical investigation, is needed
to enable progress toward the establishment of more conclusive morals.
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20

Interpreting sentences without prosody and
context

Natalia Slioussar

Barbara Partee made major contributions to several linguistic disciplines. How-
ever, one thing she did is of special importance to me for sentimental reasons:
she introduced and integrated into Western linguistics many generalizations
and ideas formulated behind the iron curtain (e.g. Hajicova, Partee & Sgall
1998). This was very important for several domains of research, especially
keeping in mind how much work from the former Eastern Bloc and, in fact,
from many other places in the world was completely forgotten just because
it did not become part of the scientific mainstream at some point. My small
contribution to this festschrift focuses on one such domain: on the analysis of
the so-called free word order.

The idea that word order variation depends on information structure (IS)
and hence on the discourse context and is closely interconnected with prosody
has been central for the Prague school from the very start, and Soviet linguists
borrowed it from there (e.g., Hajicova & Sgall 1988, Dezs6 1974, Kovtunova
1976, Lapteva 1976, Mathesius 1932, Sirotinina 1965, Zemskaya 1973, Zemskaya,
Kitaygorodskaya & Shiryaev 1981). In the generative tradition, the first analysis
of ‘free’ word order variation belongs to Ross (1967/1986), another important
early contribution was made by Saito (1985). The term scrambling coined by
Ross reflects his conclusion that this variation is essentially senseless: he
believed that it does not introduce truth-conditional differences in meaning
(which is not quite true) and did not consider other differences. Saito defined
scrambling as ‘semantically vacuous movement’. Following their lead, many
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linguists analyzed scrambling without any recourse to prosody or discourse
context, focusing on the question how different word orders can be derived,
i.e. whether they are base-generated or arise from movement, and, in the latter
case, what type of movement is involved. This shortcoming did not prevent
these linguists from posing and solving a lot of interesting questions, and
many recent studies got rid of it to a large extent. In section 20.1, I will go over
several cases in which we can still see its consequences, drawing my examples
primarily from Russian.

Let me stress from the very start why these consequences are so difficult
to overcome. What kind of data do we usually see in a linguistic paper? The
answer is evident: an isolated sentence. Judging whether a particular sentence
in a particular meaning is grammatical in a certain language is the primary tool
for many formal approaches, but other researchers also often rely on sentences,
for example, when they collect data in the field or make generalizations about
predominant word orders in various languages. Sentences are great to analyze
a very wide range of phenomena, but there are two obvious drawbacks: they
are not well suited to study anything that crucially depends on prosody or on
wider context. Studies in the Prague school tradition that did not rely on the
grammaticality judgment paradigm and focused on the connections between
word order variation, prosody and context from the very start were more
immune to this problem, but, as I will show below, also did not avoid it in
some cases. Based on some problems identified in section 20.1, section 20.2
addresses a more general question: how do we interpret sentences in isolation?

20.1 Some problems in the studies of word order
variation

Formal syntacticians use two major tools to analyze free word order. Firstly,
the canonical or neutral word order must be determined. This is also done in
the Prague tradition, and, once the role of IS was widely recognized, all frame-
works converged on defining this word order as the one that is acceptable
in the ‘all new’ context where all IS-related distinctions are supposed to be
wiped out. In practice, we test which word order sounds best in isolation or as
an answer to the question “What happened?’. Secondly, it must be determined
how other word orders are derived, and the primary tool for this is binding:
comparing binding possibilities in the canonical order and other orders, one
can conclude whether movement is involved and of what type. I will first
consider some problems associated with the second tool and then will turn to
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the first.

20.1.1  Binding tests

It has been known for a long time that available interpretations of pronouns
may depend on the position of the main stress and on discourse context. Let
us consider a classical example discussed since Chomsky 1976. Chomsky noted
that coreference is ruled out in (1a), but not in (1b) (capital letters are used to
indicate the position of the main stress).

(1) a. *The man that she; met liked MARY,.
b.  The man that she; met LIKED Mary,.

The following explanation was proposed. The position of the main stress
signals that the sentences have different IS: Mary is focused in (1a), but not
in (1b). Chomsky assumed that the focused constituent moves at LF, which
results in a Weak Crossover effect in (1a), analogous to the one in (2).

(2) *Who, does the man that she; met like ¢;?

Rochemont (1986) challenged this explanation showing that in certain contexts,
coreference becomes possible in sentences like (1a). His examples forming a
small dialogue are given in (3a—c). A detailed discussion can also be found in
Szendr6i 2006.

(3) a.  A:Sally and the woman John loves are leaving the country today.
b.  B:Ithought that the woman he loves has BETRAYED Sally.
c.  A:No, the woman he, loves betrayed JOHN,.

The fact that (3c) is acceptable, but (1a) is not received an alternative discourse-
based explanation. The referent of a pronoun must be highly accessible, which
is normally incompatible with focus. This is why (1a) sounds bad. In (3c),
a context was created where the focused DP john is highly accessible, and
coreference becomes possible.

However, although at least the contrast in (1a-b) is well-known and dealing
with word order variation calls for additional attention to prosody and context,
binding tests were often applied without taking them into account. Sorting out
possible consequences even for one language is a big project that is beyond
the modest scope of this paper, so I will provide only one example to illustrate
my point. The SVO sentence is (4a) was presented as acceptable in Bailyn
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2003 and as ungrammatical in Bailyn & Yudina 2007 (to be precise, Bailyn
and Yudina used ‘his mother’ instead of ‘his wife’, but this could not affect
grammaticality). This led these authors to different conclusions about the OVS
structure in (4b), which is undoubtedly grammatical.

(4) a  Ego; Zena ljubit Ivana,.
his; wife.Nom loves Ivan;.acc

b.  Ivana, ljubit ego; Zena.
Ivan;.acc loves his; wife.Nom

In fact, the acceptability of (4a) depends primarily on the position of the main
stress, as in (1a-b) above, and this fact is crucial for the analysis.

20.1.2 Canonical and noncanonical word orders

As I mentioned above, now all linguistic frameworks define the canonical
word order as the one that can be used in zero context or as an answer to the
question ‘What happened?’. At least in case of Russian language studies, this
idea was present in the generative literature from very early on. However,
many studies did not take into account the direct logical consequence of this
idea: that all other word orders are not appropriate in zero context and thus
cannot be legitimately studied in isolation.

Let me give one example. In the experimental literature, the central ques-
tion about different word orders is whether any additional cost is associated
with processing noncanonical ones. Most studies dedicated to this question
compare canonical and noncanonical orders from different languages in zero
context, and the latter are found difficult to process (e.g., Bader & Meng 1999,
Erdocia et al. 2009, Frazier & Flores d’Arcais 1989, Hyona & Hujanen 1997,
Miyamoto & Takahashi 2002, 2004, Stojanovi¢ 1999, Vasishth 2002). This is
explained by the increased syntactic complexity of noncanonical orders and
often taken as a proof of the psycholinguistic reality of syntactic operations
deriving them from the canonical one. However, if contextual requirements
of different orders are taken into account, there is an obvious confounding
factor: noncanonical orders are inappropriate in zero context.

As a speaker of Russian educated in the Prague school tradition, I was so
amazed by the fact that this factor is not taken into account that I decided to
start a PhD project integrating different approaches to free word order vari-
ation twelve years ago. By the time I was running experiments on Russian the
first study illustrating the role of context already came out. Kaiser & Trueswell
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(2004) compared Finnish SVO and OVS structures in appropriate and inappro-
priate contexts. In Finnish (as in most other free word order languages), the
vast majority of narrative sentences have a ‘given-new’ constituent order. So
appropriate contexts presupposed such an order in target constructions, while
inappropriate ones presupposed a ‘new-given’ order. Kaiser and Trueswell’s
study showed that noncanonical constructions in appropriate contexts were
processed faster than those in inappropriate contexts, but were still slower
than the canonical order.

My experiments relied on a similar design with appropriate and inappro-
priate contexts (Slioussar 2007, 2011). I found that the difference between
canonical and noncanonical orders in comparable contexts was absent alto-
gether — probably because I used more complex target sentences (S V IO DO,
DO S VIO, I0SVDO,DOIO VS, S VIO DO) and more extensive contexts
than Kaiser & Trueswell (2004) did. Making a short digression, let me note
that these results have no bearing on the problem of psycholinguistic reality
of scrambling. Many Russian sentences are assumed to contain multiple in-
stances of scrambling. If processing this operation indeed induced a significant
processing load, such sentences would be especially difficult to comprehend,
like multiple center embeddings, and would not be very frequent. This is defin-
itely not the case. Thus, if scrambling exists, it should be very easy to process,
which is compatible with the data presented above. Some other results from
Slioussar 2011 are relevant for the problem of psycholinguistic reality and can
be taken as an indication that scrambling is real.

While I was working on these experiments and other materials for my
dissertation, I started wondering what happens when speakers are confronted
with noncanonical orders in isolation. I am still interested in this question,
and the next section presents several observations and explains why they may
be relevant for a wider set of data. Interpreting any sentence in isolation — not
necessarily with a noncanonical order — is not a natural task for us, and, as it
seems to me, we sometimes employ nontrivial strategies to cope with it.

20.2 Interpreting sentences in isolation

20.2.1  Two general principles

I will start with my observations concerning noncanonical word orders. I
made them while running various experiments and soliciting grammatical-
ity judgments for my dissertation (Slioussar 2007) and subsequent work on
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Russian word order. Since noncanonical orders are inappropriate in isolation,
one has to come up with some context to interpret them. Firstly, there is a
great variation between the speakers in this respect: some speakers tend to
reject the majority of sentences with noncanonical orders (being confronted
with these examples in isolation, consciously or not they answer the question
whether these sentences can be used as is), while others try to go over various
situations where this or that sentence could be used. As a result, we see a
variation in grammaticality judgments that in fact has nothing to do with
variation in these speakers’ grammars.

Secondly, if a sentence has several possible interpretations, the one that is
easier to accommodate out of context will often be chosen even if it is not the
most frequent. For example, an OSV sentence like (5) can be interpreted as
topicalization or focus fronting in Russian.

(5) Kasu mal’¢ik  s”el.
porridge.acc boy.Nom ate

Topicalization is commonplace, while focus fronting is relatively rare. Still,
when Russian speakers read examples like (5) in isolation, they often use the
intonational contour associated with focus fronting. In my view, this is due
to the fact that focus fronting is easier to accommodate out of context. A
topicalized object should be previously mentioned or contrasted with some-
thing, while focus fronting requires a special emphasis on the object that is
essentially the speaker’s choice that does not directly depend on the preceding
context.

One may think that linguists working in the Prague school tradition are
protected against these problems because they do not rely on grammaticality
judgments, draw the majority of their data from corpora and realized from
the very start that word order variation depends on the discourse context. As
it seems to me, they are less prone to make mistakes in this domain, but are
definitely not immune. Let me give one example. Russian allows for OV orders
with the main stress on the object, as in (6).

(6) On KASU s”el.
he porridge.acc ate

King analyzed them as ‘emotive’ focus constructions where “the focused
item is most commonly found directly before the verb” (King 1995: 90), and
several authors adopted her analysis. Interestingly, two decades earlier in
the Russian linguistic tradition Kovtunova (1976) made a similar suggestion,
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dividing various constructions into ‘stylistically neutral’ and ‘expressive’. VO
structures with the stress on the object and OV structures, as in (6), can
exemplify these two categories.

However, while some features of Kovtunova’s theory were incorporated
in subsequent papers, this idea was not (e.g. Kodzasov 1989, 1996, Yanko 2001).
Several major corpus studies of colloquial Russian done before and after Kov-
tunova’s work revealed that OV orders are characteristic for it, being almost
as frequent as VO structures (e.g. Sirotinina 1965, Lapteva 1976, Zemskaya,
Kitaygorodskaya & Shiryaev 1981). So eventually Russian linguists working
in the Prague school tradition concluded that OV sentences do not appear
emphatic or otherwise special in colloquial Russian, but acquire this flavor
when they are cited and evaluated in the context of written Russian (this is
characteristic for colloquial constructions in general). The idea that Russian
has a special ‘emotive’ or ‘expressive’ focus construction was discarded, but
the initial misconception was clearly due to the fact that the relevant sentences
were evaluated out of their wide context. Unfortunately, this observation re-
mains unknown to many Western Slavicists — one more illustration of the
thesis that it is difficult for scientific knowledge to percolate across the borders
of different frameworks unless great people like Barbara Partee help it.

20.2.2 Ordering arguments

In all cases discussed above, the common denominator is that we do not
take prosody or contextual requirements of a sentence into account and run
into problems as a result. This section considers several examples that are
much more subtle. Firstly, let us look at sentences with a direct and indirect
object. Both Russian linguists working in the Prague school tradition and
generative syntacticians assume that ‘S V I0 DO’ is the neutral word order in
such sentences (e.g. Dyakonova 2009, Junghanns & Zybatow 1997, Sirotinina
1965). However, Bailyn (2011) provides several compelling arguments in favor
of the opposite conclusion. Finally, some linguists working on ditransitive
constructions in German believe that the canonical order may be different for
different predicates (e.g. Haider 2006).

Comparing these approaches is beyond the scope of this paper, so I will only
point to some confounding factors that have not been discussed before. Nobody
disputes the fact that when there are IS-related differences between the objects,
the one that is D-linked, given, more accessible or presupposed (depending
on one’s favorite IS model) comes first. So the discussion revolves around
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the question which orders sound better in zero context, where no IS-related
distinctions should be present. Prima facie, there is literally no context to be
ignored here. However, I am going to show that when we interpret sentences
not as a part of rich natural discourse, but in the experimental conditions, we
try to invent context for them. Usually, this does not affect the results of the
experiment in any interesting way, but in this particular case, it does.

Consider the sentences in (7a-b). Preparing this paper, I tested all examples
with five speakers of Russian to check my judgments and recorded all sentences
to make sure that my informants do not come up with different prosodic
structures for them. All my informants preferred the ‘DO IO’ order in (7b) as
an answer to the question ‘What happened?’.

7) a.  Masa okazala vracu REBENKA.
p
Masha.NoM showed doctor.naT child.acc

b. Masa pokazala rebenka VRACU.
Masha.Nom showed child.acc doctor.paT

However, in (8a—b) informants chose the IO DO’ order in (8a) as canonical.
What is the difference between (7a-b) and (8a—b)? The sentences have the
same structure, contain the same predicate and two animate objects, so no
existing theory can tell them apart.

(8) a. Masa pokazala starugke VRACA.
Masha.Nom showed old-lady.pAaT doctor.acc

b. Masa pokazala vraca STARUSKE.
Masha.Nom showed doctor.acc old-lady.pAT

When we interpret such sentences in isolation, we receive very little informa-
tion and get acquainted with all participants at once, which is rarely the case
in a natural discourse. Presumably, to create a maximally coherent discourse
representation, we try to connect these participants to each other whenever it
is possible. In particular, if nothing excludes that, we assume that the child
mentioned in (7a-b) is Masha’s child. This is not applicable to the old lady in
(8a-b).

The status of the doctor in (7a-b) and (8a—b) is also different. The most
salient interpretation of (8a—b) is the situation when Masha, the old lady
and the doctor are together in one room and Masha points to the doctor
or otherwise explains to the old lady where the doctor is. The most salient
interpretation of (7b) is that Masha took her child to a doctor. (7b) can be
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legitimately uttered when we know Masha and her child, but know nothing
about the doctor, and, in fact, will never learn who this doctor was — it is only
important that some doctor was consulted. Thus, interpreting this sentence
in isolation, we can introduce only two individuals in our discourse model,
Masha and her child, and create a generic representation for the doctor. (7a)
presupposes a more elaborate context: either there is some particular doctor
the sentence is about (which means introducing three individuals), or the child
is not Masha’s child, or Masha was initially going to take somebody else to the
doctor (which means introducing possible alternatives). Obviously, we always
prefer a sentence presupposing less specific context.

Teasing apart various factors mentioned above requires more work, so I
will only mention a couple of contrasts. The preferences in (7a-b) are reversed
if we use ¢uzogo rebenka ‘somebody else’s child’. In (8a-b), if the old lady and
the doctor are swapped, the interpretation where Masha takes the lady to see
a doctor becomes most salient. This changed the preferences for three out of
my five informants and left the remaining two in doubts.

I believe that in total, this suggests that ‘IO DO’ is the canonical order
because this is the order we get when all three arguments in the sentence have
equal status. However, my main point here is not to argue for a particular
analysis of ditransitive constructions, but to show that when we interpret
sentences in isolation, we may invoke some nontrivial strategies that influence
the choice of the canonical order.

Let us consider two more pairs of examples in (9a—b)—(10a-b). My inform-
ants chose the ‘DO IO’ order in (9b) and ‘IO DO’ order in (10a) as answers to
the question “What happened?’.

(9) a.  Direktor posvijatil uspexam raboéix vstupitel’nuju
director.Nom dedicated achievments.DAT workers.GEN opening.Acc
REC’.
speech.acc
b.  Direktor posvijatil  vstupite'nuju re¢’ uspexam
director.Nom dedicated opening.acc  speech.acc achievments.DAT
RABOCIX.

workers.GEN
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(10) a.  Direktor posvjatil  uspexam rabocix veselyj
directorNom dedicated achievments.DaAT workers.GEN merry.AccC
TANEC.
dance.acc
b.  Direktor posvjatil  veselyj tanec uspexam
director.Nom dedicated merry.acc dance.acc achievments.DAT
RABOCIX.

workers.GEN

The most salient interpretation of all these sentences presupposes some cor-
porate celebration or a similar event. An opening speech is an ordinary part
of such events, so it comes into the discourse picture almost for granted, while
a merry dance performed by the director is not. Apparently, this is enough to
reverse the judgments.

Finally, let us compare several sentences with SVO and OVS order. It is
universally recognized that the choice between these orders depends on IS in
Russian. However, several linguists suggested that it might also depend on
other factors, in particular, on animacy of different arguments (e.g. Brun 2001,
Titov 2012). Indeed, I tested the examples in (11a-b)-(13a-b) with my inform-
ants and they unanimously preferred (11b), (12b) and (13b) as an answer to the
question “‘What happened?’. In (14a-b)-(15a-b), (14a) and (15a) are preferred.

(11) a.  Sobaka ukusila devocku.
dog.Nom Dbit girl.acc

b. Devocku ukusila sobaka.
girl.acc  bit dog.NoM

(12) a. Sum ispugal  devocku.
noise.NoM frightened girl.acc

b.  Devocku ispugal sum.
girl.acc frightened noise.NoM

(13) a. Sum ispugal  sobaku.
noise.NoM frightened dog.acc

b.  Sobaku ispugal Sum.
dog.acc frightened noise.NoM
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(14) a. Mal’¢ik ukusil devocku.
boy.Nom bit girl.acc

b.  Devoc¢ku ukusil MAL’CIK.
girl.acc  bit boy.NoM

(15) a.  Sobaka ukusila KOSKU.
dog.NoM bit cat.Aacc

b. Kosku ukusila sobaka.
cat.acc bit dog.Nom

We may suppose that apart from information structure, the word order reflects
the animacy scale in Russian: human beings > other animates > inanimates.
This factor is inferior to IS and reveals itself only in the all-new context.
However, let us consider possible confounding factors before we complicate
our model. Firstly, the sentences are truth-conditionally equivalent in all pairs,
but present information differently: the SVO order suggests that the subject
is the topic, while the OVS order points to the object. For the examples in
(11a-b), this means that the first one is about a dog biting somebody, while the
second one is about a girl being bitten. All things being equal, we are more
likely to talk about people, which might influence the choice of the word order.
Unfortunately, this claim is difficult to prove (we cannot change anything in
the sentence to test it except for animacy itself).

Secondly, I demonstrated above that it plays a role whether we have to
establish an individual in the discourse model or a generic representation
suffices. Both sentences in (11a-b) allow for a generic representation of the
second argument. Say, a girl was bitten by some dog (no matter by which
in particular) and fell ill. Or a dog bit a girl (no matter which in particular)
and was chained as a result. By giving more information about one of the
arguments we can change word order preferences.

For example, let us change a dog in (11a-b) to sosedskaja sobaka. Sosed-
skaja is an adjective that can be translated as ‘neighbor’s’ or ‘local’ (the first
translation is more precise, but importantly the adjective does not introduce a
particular neighbor into the picture, unlike the English possessive construc-
tion).
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(16) a.  Sosedskaja sobaka ukusila devocku.
localnom dog.Nom bit girl.acc

b.  Devocku ukusila sosedskaja sobaka.
girl.acc bit local.Nom dog.Nom

Although animacy of the arguments does not change, the SVO order in (16a) is
now preferred in zero context. Firstly, it is evident now that there is a particular
dog in question. Secondly, when the dog is local, it is easier to imagine that its
behavior is highly relevant for a hypothetical speaker, so it becomes a more
probable topic. I will not try to tease these factors apart, the goal of this section
was to demonstrate that they exist and should be taken into account.

20.3 Conclusion

Almost any linguist, a formalist or a functionalist, has to ask native speakers
if a particular sentence sounds good or which sentences are more appropriate
in a particular context. This paper discusses several problems that may be
associated with this basic task. We often use written sentences and provide
very little contextual information, if any at all. In section 20.1, I demonstrated
how this can create problems for the analysis of word order variation, because
informants can come up with different prosodic structures for one and the
same example or may negatively react to it if its contextual requirements
are violated. In section 20.2, I focused on the cases where we may think
that we control the context asking informants to choose which word order
sounds better as an answer to the question “What happened?’. I showed that
when there is a choice how to integrate the information from the sentence in
the discourse model, informants prefer the simplest and the most coherent
and interconnected representation, which essentially amounts to evaluating
possible extended contexts for the sentence and choosing a less elaborate
one. Thus, context plays a role even when we specifically try to establish zero
context and sometimes affects the results in a nontrivial way.
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21

On argument structure, lexical relations,
prefixation and coercion

Sergei Tatevosov

The goal of this paper is two-fold. Empirically, I will offer an account of the phenomenon
widely attested in Russian: prefixed verbs can, and in some cases must take an argument
which a bare verb stem is not subcategorized for. Theoretically, I will suggest that this
phenomenon provides an argument for what I call a two-level theory of argument
projection.

21.1  Non-subcategorized arguments

A well-known illustration of the phenomenon I am interested in comes from
English resultatives. In (1a), the teapot cannot be a subcategorized argument
of drank:
(1) a.  We drank the teapot dry.

b. #We drank the teapot.

c. "We drank the juice dry.

d.  We drank the juice.

Drink is a transitive verb. Its internal argument must denote a drinkable entity,
so (1b) only makes sense on the odd interpretation where the teapot is a name
for some kind of liquid. However, (1a) is a clause where the teapot is licensed,
but the subcategotized argument of drink, the juice, is not, (1c).

These data pose a number of obvious questions. What theta-role does the
teapot receive and where from? What is the relationship between drank and
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dry? What happens to the object of drink, the juice found in (1d), when (1a) is
built? How to derive the meaning of (1a) compositionally?

These questions have been addressed in a variety of studies including
Hovav & Levin 2001, Rothstein 2004, Kratzer 2005, to mention just a few.
Even though details of specific proposals vary, there seems to be a general
agreement that arguments not subcategorized for by the verb stem are licensed
as arguments of a result state expression, like dry, sick and asleep in (2).

(2) a.  They drank the pub dry (Hovav & Levin 2001)
b.  Er hat seine Familie magenkrank gekocht. (German)

‘He cooked his family stomach sick. (Kratzer 2005)

c.  John sang the baby asleep. (Rothstein 2004)

Less uniformity across existing theories is attested as to how a result state
description like [the teapot dry] is integrated into a larger configuration. The
three proposals listed above all use different means of achieving this goal:
Rappaport Hovav and Levin rely on Template Augmentation, Rothstein makes
use of the TPCONNECT relation, while Kratzer poses a special derivational
morpheme interpreted as introducing the relation of immediate causation. No
less variability emerges when it comes to the question of what happens to
subcategorized arguments like the juice in (1d). Rothstein assumes detransit-
ivization of verbs like drink where the internal argument gets existentially
bound. For Kratzer, drink is an unergative verb with no internal argument to
begin with. Rappaport Hovav and Levin assume that event structure is aug-
mented with a result state description presyntactically, so at the point where
phrase structure is built, the subcategorized argument of drink is no longer
part of argument structure. For space considerations, I am not in the position
of evaluating far-reaching predictions of these assumptions. Rather, in the next
section I will suggest that the whole set of questions English resultative pose
extends to languages like Russian, and will come up with one further empirical
generalization that motivates the proposal developed in what follows.

21.2  Argument structure of prefixed verbs in Russian

Russian and other Slavic languages are famous for their rich and complicated
systems of verbal prefixation. Prefixes do not form a homogeneous class, their
distribution being subject to variation along various dimensions. However,
there is a class of prefixes, sometimes called resultative prefixes, that exhibit
the pattern strikingly similar to what we observe with English resultatives.
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Consider (3-5). The verb stem ed- ‘eat’ in (3) subcategorizes for a DP denoting
eatable substances, just like in English. And just like what happens with
Resultative XPs, some prefixes come with an argument not subcategorized for
by the verb, (4). With others, the argument structure remains intact, (5).

(3) Volodja el jabloko /#puzo
V. eat.pST apple belly
‘Volodja was eating/ate a an apple/ #a belly’

(4) Volodja na-el puzo
V. PFX-eat.pST belly
‘Volodja acquired a belly by eating’

(5) Volodja s™-el jabloko
V. PFX-eat.PST apple

‘Volodja ate an apple’

It is natural to attribute this similarity to the fact that the role of prefixes like
na- and s- in (3-5) is essentially similar to that of resultative XPs in English and
other languages. As is extensively argued in the literature (Arsenijevi¢ 2007,
2012, Babko-Malaya 1999, Ramchand 2004, Romanova 2004, 2007, Svenonius
2004, 2008, Zaucer 2009, 2010), prefixes introduce a result state description to
the semantic representation. Tatevosov (2010, 2011, to appear) demonstrates
this by applying common diagnostics for event-structural complexity (e.g.,
the scope of adverbials like ‘almost’ and ‘again’; see Dowty 1979, von Stechow
1996 and much further literature). Given these considerations, a generalization
emerges: abstracting away from the fact that Russian makes use of resultative
prefixes rather than of resultative APs or locative/directional PPs, Russian is
like English. Sentences like (1a) and (4), then, should be analyzed in parallel:

(6) a.  [yp drink [yp the teapot dry]]
b.  [yp ed- ‘eat’ [xp puzo ‘a belly’ na-]]

A wider implication of this parallelism is that whatever accounts for the
argument projection pattern attested with English resultatives is predicted to
extend to the Russian case. If the teapot in (1a) is licensed as an argument of
empty, a belly in (4) comes out as an argument of na-. If the resultative XP
in (6a) is combined with the verb via causativization a la Kratzer, the same
happens with the resultative XP in (6b). And if the subcategorized internal
argument of drink (e.g., the juice) ends up being existentially bound, accorging
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to Rothstein, the same should be the case with the subcategorized argument
of eat (e.g., an apple).

This having been said, I would like to establish an observation that seems
to have not been made so far either for Russian prefixal configurations or for
English resultatives.

The teapot in (1a) is not just a holder of the result state of being dry, as
the belly in (4) is not just a holder of the result state of being existent. The
same two arguments are understood as undergoing change in the course of
drinking and eating events, the change that culminates when the result state
is attained. (1a), for example, describes a process of the teapot becoming empty
(cf. the meaning of the same sentence in the progressive: We are drinking the
teapot empty). Likewise, (4) makes reference to the process of the belly being
effected. In other words, (7) holds:

(7)  An entity that acquires a result state (the teapot in (1) and a belly in (4)) is
identical to an entity that undergoes change along a certain dimension in the
course of the event.

It turns out, however, that if we are dealing with non-subcategorized argu-
ments, (7) is not derivable under (6a-b) in any obvious way. We do not expect
the teapot and the belly to be involved in the change of state subevent at all.
A result state description only denotes a result state (e.g., ‘the teapot is dry’)
and expresses no change of state on its own. On the other hand, verb stems
only lexicalize changes that subcategorized arguments (e.g., the juice or an
apple) undergo. If this were not the case (as e.g., under Kratzer’s 2005 assump-
tion that verbs like drink lack an internal argument altogether), sentences
like (1b) would have been as appropriate as (1d), and we would not have any
empirical reasons so identify some arguments as subcategorized in the first
place. Therefore, if arguments like the teapot and a belly in (1a) and (4) are only
arguments of result state expressions, and nothing else is said, the resultative
construction ends up having a meaning component that does not come from
the meaning of its elements in any obvious way.

It is not difficult to show that (7) as a property of resultative constructions is
problematic for all the proposals mentioned above, albeit for slightly different
reasons. I will leave detailed argumentation for another occasion, however.
In what follows I develop a proposal that accounts for the puzzle I have just
outlined.
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21.3 Event structure

In this section, I introduce core assumptions underlying the proposal. The key
ingredient is the two-level architecture of event structure (ES): a complete ES
is built up by putting together two components, lexical and structural.' The
former comes from the meaning of individual lexical items. The latter is created
in the syntax. This puts the proposal in line with constructionalist theories
of ES, whereby the construction itself provides a structural template for an
event description (Borer 2005, Goldberg 1995, 2006, Zubizarreta & Oh 2007,
Ramchand 2008 and others). I suggest, in the spirit of Ramchand (2008), that
the subevental content of an event description comes as part of the interpreta-
tion of the syntactic heads a vP is composed of. Specifically, v is accociated with
an activity subevent, V contributes a process/become subevent, and R intro-
duces a result state. Denotations of v, V and R heads produce a structural, tem-
platic meaning in the sense that subevents lack descriptive content. The latter
appears when structural elements of ES are combined with the lexical ones
at spell-out. Spell-out thus has both phonological and semantic consequences.

I propose that spell-out occurs in a cyclic fashion after every merge opera-
tion. Merge is interpreted by functional application, predicate modification
and other common rules of construal independently required in the theory.
Spell-out is interpreted by the Match operation, which yields the intersection
of the denotations of the two components:*

(8)  Match(Struct, Lex) = || Struct|| n || Lex||

This system is schematized in Figure 21.1, which represents a fragment of the
structure I assign to prefixed configurations in Russian.3 At the first step of

[

The idea of two-level architecture is not new, of course, see Rappaport Hovav & Levin 1998
and sources cited there. While the current proposal inherits the conceptual distinction between
“lexical”, or idiosyncratic, and “structural”, or templatic, aspects of meaning from the existing
literature, its theoretical implementation, as will become evident shortly, differs in many significant
respects.

Given that there is one-to-one correspondence between sets and their characteristic functions,
throughout this paper I switch back and forth between describing denotations in terms of sets and
in terms of (Schonfinkeled) functions. For example, I will sloppily talk about “relations between
individuals and events” (which, technically, are sets of ordered pairs), about “intersections of
the two relations”, etc., but will represent them as functions of type (e, (v, t)). I believe that this
sloppiness does not affect the overall line of reasoning. The reader should have in mind that if, for
example, both Struct and Lex are of type (e, (v, t)), then "|| Struct || n ||Lex||” is to be understood
as the function Ax.Ae. || Struct ||(x)(e) = ||Lex||(x)(e) =1

3 This ES only characterizes lexical prefixation. Superlexical prefixes (Babko-Malaya 1999 and

N
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Figure 21.1: A fragment of a two-level accomplishment event structure

derivation, R is spelled out by the prefix, and the denotation of RP is formed
by intersecting || R || and || Prefix || via Match. Then, V merges with RP to
create V'. Semantically, |V || combines with the denotation of RP by func-
tional application (FA). Then V is spelled out, and the lexical verb, || VLeX| ,
matches with FA (”V | | RP || ) yielding the denotation of V. Later on, the
internal argument DP merges and gets spelled-out. At subsequent stages of
derivation, not shown in Figure 21.1, v would merge with VP and project, and
the denotation of the whole vP would be computed in essentially the same
way as before, through a series of FA and Match operations.

The system just outlined allows for a situation where a lexical item and
a structural template do not have matching interpretations. Under the current
set of assumptions, such a situation can be given specific and precise content:
|| Struct || N || Lex || = @. If (and only if) this happens, the lexical element gets
reinterpreted. It is this mechanism, also known as coercion, that plays a crucial
role in accounting for the conditions where non-subcategorized arguments
are licensed. I will return to this topic shortly, after laying out more specific
assumptions about the meaning of ‘subevental’ heads like V and R and of
individual lexical items ES consists of.

further literature) are typically analyzed as attached outside VP/vP.
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21.4 Ingredients of ES

I follow Ramchand (2008) in assuming that transitive activities and accom-
plishments differ as to whether they contain the projection of R:

(9)  Accomplishment event templave

[ove[ V. [..R..]T]

(10)  Acivity event templave

[ve[ V. ]]

Unlike Ramchand, however, I propose that V is interpreted in different ways
in these two types of event structure. Part of the denotation of the accomplish-
ment verbs is the information that the internal argument undergoes change
along a certain dimension by a certain degree in the course of the event. I
implement this by making use of the INCREASE relation between individu-
als, events and degrees proposed in Kennedy & Levin 2002. The denotation
of the accomplishment V is thus a relation between a predicate of degrees,
individuals and events in (11)

(1) | Vaccomplishment | = APg.y-Ax.Ae.3d[process(e) A INCREASE(G(x))(d)(e) A P(d)]
where INCREASE(G(x))(d)(e) = 1 iff G(x)(FIN(e)) — G(x)(INI(e)) = d (i.e. the
difference between the degree to which x possesses a gradable property G
at the initial bound of e and the corresponding degree at its final bound is d.

(Kennedy & Levin 2002)

(11) is a function that takes a property of degrees P and yields a relation
between individuals x and events e such that the degree to which x possesses
the gradable property G changes in e by some d, d falls under P. In (11), G is a
free variable over gradable properties (of type (e, (i, d))) that gets its value
from an assignment function. This seems to be justified for cases like (4) and
(5) in Russian, where the dimension of change is not specified by any overt
material. For a bigger picture of Russian, however, this may turn out to be an
oversimplification, given de-adjectival verbs like lengthen or empty, where
a gradable property is unequivocally supplied by the adjectival stem. This
suggests that in a more extensive fragment, || \% || should be allowed to take G
as an argument, at least in the de-adjectival case. For languages like English,
likewise, this may be a necessary move at least for AP-resultatives like (1-2),
which contain an overt adjective specifying the scale of change. I will leave
exploration of this line of the study for a future occasion, however.

For the purposes of the current fragment, I am assuming that the value
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for the variable over degree predicates P is provided by RP, which makes
it obligatory in accomplishment structures for type reasons. Intuitively, V
denotes a change, and thus needs to ‘find out’ what the endpoint of the
change is, and the role of RP is to provide exactly this information. In that
way, the presence of RP in accomplishment event structure is derived rather
than stipulated for every individual lexical item, as in Ramchand’s system.
Again, a more elaborated version of the analysis is likely to require a further
refinement. We may want to deal with a set of states defined by an entity
having a certain degree of a certain gradable property, rather than with a set
of degrees themselves. Minimally, this would be motivated by event structural
considerations like, e.g., the restitutive reading of ‘again’, where it only takes
scope over a result state. The property of degrees as the denotation of RP will
not serve as a legitimate set of entities for ‘again’ to take scope over. For the
current purposes (11) will suffice, however.

Turning to the denotation of R, I sugest (again, as a simplification that does
not undermine the core of the proposal) that it contributes the set of maximal
degrees, as represented in (12).

(12)  ||R| = Ad.3S[max(d)($)]

The next step is to define lexical items (LIs) appropriately. I take them to
be mappings between a phonological string and a set of grammatical and
semantic features. The sample Lls are represented in (13).

(13) a  ‘eat:/ed-/ e {V,..., Ax.Ae. eat(x)(e)}
b.  Prefixin (4):/ na-/ < {R,...,Ad.d € Szpcrmn }
c. Prefixin(6):/s-/ < {R,...,Ad. d € S.onsummn }

One part of every lexical specification in (13) determines a category (V in
(13a) or R in (13b—c)) an LI can spell out. Another part is a lexical meaning
of an LI In (13a), ‘eat’ denotes a (Davidsonian) relation between events and
(consumed) objects. (I follow Kratzer 2003 in taking verbs to be names of
unique relations between events and their internal arguments and do not
assume the (Neo-Davidsonian) theme relation.) A resultative prefix contributes
a set of degrees from a particular scale, as in (13b) and (13c). In that way
the analysis captures the fact that prefixes co-vary with properties of scalar
change. Specifically, whereas na- is associated with a set of degrees from the
effectedness scale, s- brings in degrees from the scale of consumption.

Now we have everything we need to provide example derivations of sen-
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tences like (4) and (5) and to account for the observed argument projection
patterns.

21.5 Projection of a “subcategorized” argument

Consider (5), repeated as (14), again:

(14) Volodja s™-el jabloko.
V. PFX-eat.PST apple
‘Volodja ate an apple’

As we saw, in the prefixal configuration like (14), the internal argument is
intuitively understood as subcategorized, since the same argument is available
in combination of the prefixless stem in (3).

Assuming the overall architecture represented in Figure 21.1 and the mean-
ing of LIs in (13a—c), we can easily derive exactly this result.

First, the prefix in (13¢) and || R || in (12) match according to the rule of
construal in (8). The intersection of the set of maximal degrees from (12) and the
set of degrees from the destruction scale in (12) is the singleton set containing
the maximal degree of destruction:

(15)  Match(||R

|’ ” S- ||) = ” [RP S_] || =Ad.de SCONSUMED A max(d)(SCONSUMED)

Depending on an assignment, G will be interpreted as a gradable property
of being effected, consumed, affected, etc, as shown in (16). Intuitively, these
properties characterize “thematic classes of verbs”, “taxonomic categories”,
e.g., creation verbs, consumption verbs, destruction verbs, verbs of combining
and attaching and other classes of accomplishments (see, e.g., Levin 1993).

(16) a. ||G||g1 = EFFECTED
b. ||G||g2 = CONSUMED
¢ olf =..

d.

I leave it open for future research whether the class of available Gs is open
or closed, whether it is subject to cross-linguistic variation, how Gs differ in
terms of scale structure (Kennedy & McNally 2005) and many other questions.
It should be pointed out, however, that making these gradable properties part
of the semantics of ES gives a different theoretical weight to the notion of ‘verb
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class’, mostly used in an intuitive, pre-theoretical way in the literature. Within
the current perspective, this notion is given more specific and, hopefully,
more precise content: at least for accomplishments, the classes are defined by
descriptive characteristics of the scale of change that comes out as part of the
structural component of ES.

RP and V merge; their denotations from (15) and (11) are combined by FA.

(17) || Merge(V, e sDE = [0V e - DI = [VIE (e 5 1]€) = Ax. Ae. 3d
[process(e) A INCREASE(CONSUMED(xX))(d)(e) A d € Seonsummn A Max(d)(Seonsumen)]

The denotation of [ V [gp s-]] is thus a relation between individuals and events
where an individual is maximally consumed. According to (16), under g2 (and
any assignment that is like g? in this respect) the free variable over gradable
properties is assigned CONSUMED, the property of being consumed, as a value.
Under g2 we thus get a template for what is traditionally called consumption
verbs.

Note that under other assignments, || [V [gps-1] || will denote an empty
relation, since d will be construed as being a degree from two distinct scales at
the same time. In this way, the distribution of a prefix is predicted to co-vary
with the dimension of (scalar) change.

This seems to be a welcome result given that Slavic prefixes are known to be
sensitive not to the idiosyncratic meaning of individual lexical items, but rather
to more abstract semantic characteristics underlying thematic classes of verbs.
Laura Janda and her colleagues have recently put much effort (Janda 2012,
2013, Janda, Endresen, et al. 2013) into establishing the set of generalizations
supporting the conception of prefixes as verbal classifiers. Prefixes, on this
view, divide simplex verbs into semantically coherent groups. I believe that my
proposal captures exactly the same intuition: prefixes are related to a specific
aspect of templatic meaning, a gradable property G in (11), that defines natural
classes of verbs?.

Finally, (17) and the denotation of ‘eat’ from (13a) match:

2 2
(18)  Match(||ed-|*, |[ V [ee s- 1[I )
= Ax.Ae.3d[process(e) A INCREASE(CONSUMED(xX))(d)(e) A d € Seonsummn A
max(d)(SCONSUMED) A eat(x)(e)]

This is not to say that Janda 2012, 2013 and the analysis being developed in this paper make exactly
the same predictions. For this to be the case, one has to make sure that classes into which Janda’s
“classifiers” divide the whole set of verbs are straightforwardly identifiable in terms of a limited
set of gradable properties. Whether this is indeed so remains to be seen.
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The outcome is the relation where an individual argument is an object of eating
and of maximal consumption at the same time. This is exactly the meaning
of s”st’ in (14). Saturating the external argument position, merging v and
projecting an external argument in its specifier will complete the derivation.
For the sake of space, these straightforward steps are not shown here.

So far, we have seen how the proposed system deals with an easy case,
the one where the internal argument has been subcategorized for. The same
result, however, is easily derivable within other, much less complex systems.
The two-level architecture gains certain empirical advantages in dealing with
more complicated cases like (4), where the argument does not appear to be
subcategorized for by the verb stem. To this case I now turn.

21.6 Projection of a “non-subcategorized” argument

The relevant sentence in (4) is repeated in (19):

(19)  Volodja na-el puzo
V. PFX-eat.PST belly
‘Volodja acquired a belly by eating’

The first two steps of the derivation are the same as before. The denotation
of the prefix na- in (13b) with the denotation of R in (12) match, creating the
singleton set containing the maximal degree on the effectedness scale.

(20) || [ A [RP na- ]] ” =Ad.de SEFFECTED A max(d)(SEFFECTED)

(20) merges with the denotation of V in (1). Under the assignment g! from (16),
the value of G is fixed as the gradable property of being effected. As before,
the [ V [gp na- ]] constituent only denotes a non-empty relation if degrees in
|| RP || and || V || are construed as degrees on the same scale, which happens
under all assignments g that are like g! as to mapping G to EFFECTED. If this
condition is satisfied, the relation in (21), parallel to (17), obtains:

(21) || [V [gp na- 1] ||g1 = Ax.Ae.3d[process(e) A INCREASE(EFFECTED(x))(d)(e) A d €
SEFFECTED /\ max(d)(SEFFECTED)

Crucial is the next step. Matching (17) with the lexical component in (13a)
creates the empty set, (12), since no object can be eaten and maximally effected
in the same event.
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(22) @] nfan] =2

What happens next is known from the literature on coercion (Moens & Steed-
man 1988, Jackendoff 1997, Michaelis & Lambrecht 1996, de Swart 1998, Zucchi
1998, Michaelis 2004, Koontz-Garboden 2007, Partee 2010, Lyutikova & Tate-
VoSOV 2014, to mention just a few). If combining two meanings leads to trouble,
one of them gets re-analyzed in order to obtain a coherent interpretation.

For example, the intersection of the set of stone things and the set of lions
is empty: stone lions are not lions (Partee 2010 and elsewhere). Stone lion does
receive an interpretation, however: lion gets reinterpreted, and instead of the
set of lions we get the set of representations of a lion. A similar situation,
an empty intersection, obtains when we try to make a relation out of the
ingredients in (13a) and (21). And exactly as in the case of stone lion, this
situation triggers reanalysis of one of the conflicting elements.

I propose that re-analysis is subject to the following constraint:

(23)  Structural meaning preservation (Struct > Lex)
Whenever Struct and Lex cannot match to yield an expression with a non-empty
extension, Struct is preserved as much as possible.

(23) captures the a wide array of facts discussed extensively in the recent
‘constructionalist’ literature (see especially Borer 2005), which suggests that
structural aspects of meaning are more sustainable while idiosyncratic ones
are more flexible. I am not in the position of reviewing the literature here, but I
consider it uncontroversial to believe that something like (23) is independently
required in the theory.

In principle, one can think of various ways as to how the relation
Ax.Ae.eat(x)(e) can be readjusted. For one, the extension of eat can be ex-
panded to include not just pairs of events and eaten objects but other types of
pairs as well. After this expansion happens, the extension of eat will be large
enough to intersect with (21) in a non-trivial way. The reason why I doubt why
this would be the right way to go is that it is not obvious how the mechanism
of expansion can be constrained. For (19), specifically, we have to admit the
verb eat having pairs of events and effected individuals in its extension. If
expansion is allowed and nothing else is said, we may end up having, as a limit
case, every lexical verb containing any possible relation between individuals
and events in its extension.

For this reason I am inclined to take a different path at this juncture,
which seems to be more restrictive. I propose that whenever the derivation
is in danger of creating the empty set, as in (22), a lexical relation between
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individuals and events is coerced into an event predicate by existentially
binding the individual variable, as shown in (24). (24b) is a predicate of events
in which something has been eaten.

(24) a  Lex — 3 [Lex]
b.  3,.(Ax.Ae.eat(x)(e)) = Ae.Ix[eat(x)(e)]

This predicate, then, can be integrated into the event structure as a condition
on the event variable. We take the set of pairs of events and individuals from
the extension of (21) and add the requirement that the events are identified as
eating events (i.e., that they fall under the extension of the predicate in (24b)).
This rule of construal is known as Event Identification (EI) from Kratzer 1996:

(25) a.  Match(Struct, Lex) = Struct Ng; Ix[Lex]
b. RngyP={(x,e)|{x,e) €R A e € P}

(25a) is the rule deriving a coerced interpretation of ES. By hypothesis, (252)
is invoked if and only if the regular rule in (8) fails to assign a non-empty
extension to an expression under a particular choice of LIs. After (21) and (13a)
combine via (25a), the outcome is the relation between maximally effected
individuals and events in which something has been eaten in (26).

(26)  Match(||ed|* . ||[ V [z na-11||*)
= Ax.Ae.3d[process(e) A INCREASE(EFFECTED(x))(d)(e) A d € Sypepcren
/\ max(d)(SEFFECTED) A Hy [eat(y)(e)]]

This is the meaning of (4)/(19), where eat is integrated into the ES characteristic
of verbs of creation.

21.7 Activity event structure

To complete the exposition, the last substantial ingredient of the proposal is to
be unfolded. We need to account for the argument projection pattern attested
in non-prefixal configurations in Russian and in the absence of the resultative
XP in English. We do not find arguments like the teapot in or a belly in (1a)
and (4) repeated as (27)-(28):

(27)  We drank the juice / #the teapot.
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VP
/\ , Structural
DP \%
component
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vl
SPELL AN
ouT \ MATCH
: Lexical
/Viex! /) component
Vil -~

Figure 21.2: A fragment of a two-level activity event structure

(28)  Volodja el jabloko /#puzo
V. eat.psT apple belly
‘Volodja was eating/ate an apple/ #a belly’

Under the current set of assumptions, absence of arguments like the teapot or
a belly amounts to unavailability of any version of the derivational scenario
outlined in the previous section. In (27-28) coercion of Ax.JAe. eat(x)(e) does
not, and, in effect, cannot happen. The question is, then, why this should be
impossible for (27-28). Here two assumptions from Section 21.3 reveal their
significance.

First, the activity event template differs from the accomplishment event
template in that it does not contain RP, as represented in Figure 21.2.

Secondly, and more significantly, the interpretations of V within accom-
plishment and activity ESs are not identical.

As we saw, the defining property of accomplishment ESs is that the variable
over gradable properties G is part of the semantic representation. Because
of G, accomplishments describe changes, represented above in terms of the
INCREASE relation, and are endowed with a degree argument, which makes a
prefix originating in the complement of V position obligatory.

At this point, it is natural to follow the logic of Dowty (1979) and much
subsequent literature that suggests that accomplishments are nothing but a
sum of an activity and a change of state (“become”) components. An activity

310



S. Tatevosov

is thus an accomplishment minus a change of state. Subtracting the increase
relation leaves us with (29) as the structural meaning of activities:

(29) ||VACTIVITY|| = Ax.Ae. process(e) A arg(x)(e)

In this impoverished, underspecified templatic meaning, an individual argu-
ment is no longer an entity that undergoes change along a specific dimension.
All that is specified about this individual is that it stands in the maximally
general arg thematic relation to a process event, where arg(x)(e) means ‘x is
a participant of ¢’. In other words, activities, unlike accomplishments, do not
impose non-trivial restrictions on the content of the relation between indi-
viduals and events. The crucial consequence of this underspecified character
of activities is captured in (30):

|VLex || g ||VACT!VITY ||

From (30), it follows that the intersection of the lexical relation introduced by a
lexical verb and the structural relation denoted by V ,.11yiry 1S never an empty
set (assuming that lexical verbs never have an empty extension). This means
that no lexical verb will be ever coerced into an event predicate, (24), and
integrated into ES by Event identification, as in (25b). The analysis predicts,
then, that that an argument of an activity ES will also be an argument of Vi,
for any V.

For (28), in particular, combining the denotation of eat from (13a) with (30)
via Match yields (31):
(31)  Match(||ed||,]
(31) is a relation between eating events and individuals eaten in those events,
as required. This completes the outline of the two-level theory of argument

projection developed in this paper. I am in the position of summarizing main
results of the study.

(30) For any lexical verb Vi,

V||) = Ax.JAe. process(e) A arg(x)(e) A eat(x)(e)

21.8 Summary and conclusions

In this paper, I have tried to accomplish two related goals. The first goal was
to determine the conditions under which arguments not subcategorized for by
a verb stem are projected. The second one was to account for the observation
from Section 21.2: sentences with non-subcategorized arguments entail that
those arguments are not just holders of a result state, but also undergoers in a
corresponding change of state subevent.
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The theory I have outlined above seems to have achieved both goals. Rely-
ing on the two-level architecture of ES, I have argued that in accomplishment
ESs, which underlie prefixal configurations in Russian, the structural argument
is always projected. If inserting the lexical verb into ES leads to a coherent
interpretation, whereby a non-empty relation between individuals and events
obtains, the resulting argument is understood as a ‘subcategorized’ one. If
insertion creates an empty set, the lexical relation denoted by a verb gets
reinterpreted through existential closure and turns into a predicate of events.
The projected argument appears to be non-subcategorized. In that way, the
condition on non-subcategorized arguments has been reduced to the semantic
mismatch between the semantic content of lexical and structural components
of ES.

The fact that a non-subcategorized argument ends up being a participant of
a process that culminates in bringing about a result state is no longer puzzling.
In the system developed here, it is an argument of such a process by virtue of
being an argument of a gradable property that represents change in the course
of an event. As soon as this assumption has been made, the puzzle dissolves. A
significant implication of the analysis is that a non-subcategorized argument
is not licensed as an argument of a prefix. Prefixation and (non-)subcategoriz-
ation are related less directly: the interpretation of a prefix co-varies with the
dimension of change, the dimension of change determines if the argument
comes out as a non-subcategorized one because the intersection of Lex and
Struct is empty.

To conclude, I hope to have developed a proposal that captures regularities
underlying argument projection patterns in a less stipulative manner than
other exiting theories. Wider theoretical implications of the proposal remain
to be tested against wider array of argument projection phenomena.

Acknowledgement

I am grateful to the audience at NELS 45 (MIT, November 2014) for comments
and discussion. The study has been supported by Russian Foundation for Basic
Research, grant #14-06-00435.

312



22

[Be muccun bapbapbi

Bnanumup Bopucosnu Bopiiies

4 maprTa 2015, Jloc AHXKenec

S ity a1o B Jloc Amxenece. Y Bap6aps! 3mech pasHble fena. 6 1 7 MapTa OHa
cobupaeTcs TyT caeaTh [Ba JOKIana. A ITOKa OHa CMOTPUT JOKYMEHTHI B
apxuBe P. MoHTerto B oxnoit n3 6ubnnorex UCLA, oHa nuier ceifuac KHUTY
I10 MCTOPUY POPMAIIBHON CeMaHTUKIA.

Jloc Amxenec st Hee oco0Oblit ropox. OHa npuexaia Ciofa B 1965 I. ITocye
okoHuaHUs acunpadTypsl B MIT, mosmyuns mecro Assistance Professor of
Linguistics 8 Department of English 8 UCLA. U1 npopa6orana TyT K0 1972
I., BBIIILJIA 3aMY’K, POOIJIa TpeX ChIHOBeI. 3/1eCh )Ke OHa IT03HAKOMILIACh C
P. MoHTer0, X0qMIa Ha €ro JIKIMIU U 3TO OIPEeResINIO ee JaJbHEeNIIyIo
Hay4YHYIO0 Kapbepy.

Buepa oHa Bo3wma MeHS B KaHbOH TOIIaHTO, MOKasbIBaja OM, KOTOPBII
OHa CHUMAaJIa TYT B 1965 T., IATBAECAT JIeT TOMY HasaJ. MBI ITocMOTpenn Ha
3TOT IOM, 3aeXaJll UyThb IIOBBIIIIEe — Uy HBIN ITeiI3aK BOKPYT, TOPKU, MOpe
Branu. IJorom norymsinu HemHoro B state-park’e Topanga. A xorga e
MEXIy BCEMM STVMIL MeCTaMII Ha MalllyHe, [IPO30IlIa JIOOO0IbITHAS JICTO-
pus. B camom Hauasne Bap6apa Bxirtounia cBoit iPhone B pexume GPS, on
paboTaJ, IoKa3bIBaJ JOPOrY, HO «He pasroBapuBal», He AaBasl yKasaHUII,
Kyfa IoBepHYTh 1 T.11. OHA UTO-TO HAXKMMAaja — HU4uero He momoraino. [Torom
OHa IOAKIUIMIIa ero uepe3 USB Bxox K IPpMEMHNKY ¥ BAPYT B IIpMEMHIKE
3anesr OkymKaBa. Mbl 06a HUUEro He IIOHSIIM — HEY)KeJIN 3[1eCh KaKasi-To
pammocranums nepepaer mecHy Oxymxassi? Ho 6bicTpo coobpasmim, 4To 310
ee iPhone, B KOTOpOM XpaHATCS 3aIMCH, IPOUTPHIBAET UX Uepe3 IPUEMHUK.
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Y Bap6aps1 ocoboe otrorreHne k Oxymkase. Korga-to maBHO s mogaput
el ero INIACTMHKY, IIOTOM OHa Ilepelycaja ee Ha KacceTy, cilyliaia 1 He
Bce ITOHMMaJNa. A B 1996 I. Ha cuMIiosuyMe B AMcrepaame Kara Paxunnna u
Jlena ITagyueBa momoraiy eit pa3oOpaThbCs C HEITOHITHBIMI MECTaMIU.

Tenepp oHa 3HaeT MHOTME €T0 IIeCHM IIOUTY HaM3YyCTh X OH BOILIOILIAET
IJI Hee rpaMMAaTUKY PYCCKOTO S3bIKa.

00 3TOM TekcTe

B ocHOBHOM, 3TO MO KOMMEHTApUI O HEKOTOPBIX Be€XaxX HayUHOI Kapbephl
Bapbapsl, KOMMeHTapuy BecbMa CyObeKTUBHBIE M OTPBIBOYHBIE. 5 3aTpoHY
CJIeYIOIIIiE TeMBbL:

« Swarthmore' (1957-1961) — KOJIJIE[K, B KOTOPOM OHA yUIJIACh;
+ MIT? (1961-1965) — acniupaHTypa y X0MCKOTO;

« UCLA3 (1965-1972) — iepBoe MecTo paboTsl, 3HaKOMCTBO ¢ P. MoHTerI0,
«I1€pBaAst MIUICCUIA»;

« Mocksa (1996—2014) — npenrogaBaume B MI'Y, PITY, BIIID, «Bropas muc-
CUSI».

Hy u, HakoHel, HEMHOTO O TOM, KaK 3TO CBSI3aHO CO MHOIL, mouemy Bap6apa
CTOJIBKO JIET Iperofasaia B Mockse.

Hawie 3sHakomcTBO

S mosnakommiics ¢ Bap6apoit oueHb 1aBHO, B ceHTsIOpe 1968 r. B Benrpun.
Tam 6bu1a HeGobIIas KoHpepeHums B Bararon Cabamy, B KAKOM-TO aKae-
MIUeCKOM MaHCMOHaTe Ha Gepery BanaroHa.

Torma n3 Coserckoro Coro3a HeJlerko ObLIO ITOeXaTh Ha KOH(pepeHIMIo 3a
rpaHnIy, fake B « COUMAIMCTIYUECKIEe» cTpaHbl. CaMbIil IPOCTOI Iy Th GBLI
(x0Ts TOXKE He COBCEM TPUBMAIBHBII) — IIpMEXaTh 110 YaCTHOMY IIpMIJIALIIe-
Huio. Mens npurnacun [lenemn Bapra — Moit BeHrepcKuil Ipyr U acIMpaHT
Iperigepa.

1 http://www.swarthmore.eduwww.swarthmore.edu
2 web.mit.edu
3 www.ucla.edu
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B.b. Bopies

Ha xoudepeniun 65110 YeThIpe aMepuKaHCKUX uHTrBuUCcTa — Y. Pumop,
JUx. Karn, [. Ilepamyrrep n Bapbapa.

Y Bap6aps! MOTOM CIIOKMIICS BOJIBILION paccKas PO Hallle 3HAKOMCTBO.
51 orpannuych omHOI Ketanbio. Ha GaHkere s Iofces K Hell I OHa cKasaja:
«He yxonure...»

ToBopmin MbI IO-pyccku. Movi pasroBOpHBIN aHIVIMIICKMI ObLT TOrAa
routn Ha Hyse. A Bap6apa JOBOJIBHO XOPOIIIO TOBOpIIIa mo-pyccku. OHa Bo-
o6111e 6pLIa pyCOpMIIKOI — U3yuaja pyCCKIUII I3bIK M PYCCKYI0 MY3BIKY elile
B KOJUIe[Ke. A B 1959 I'. yUacTBOBaJIa B CIIELVAJIBHOI IIporpaMMe, OpraHmU30-
BaHHOII nocJe 3anycka CrryTHUKa* — 6 HeeIb PYCCKOTO SI3bIKa B I3bIKOBOM
kostemke Middlebury, a morom 6-HemenpHas moesnka no Coserckomy Cor3y.

ITocie aTovt KOH(pEpEeHIMM MbI BpeMs OT BpEMEHI I1ePeIChIBAIICH C
Bapb6apoii, ocsLianm Apyr APYry CTaTbi. A yBUAEINCHh CHOBA TOJIBKO Yepes
26 Jtet, korna Bap6apa mpuexaia B sHBape 1995 I'. B MOCKBY Ha KOH(bepeHIIIIo
B MI'Y co 3BoHKUM Ha3BaHueM «JIMHrBMCTHKA Ha ucxone XX BeKa: UTOTU U
MepCIIEeKTUBBI».

Hayunas kapbepa Bap6apbl — nyHKTUpom

IIef/ICTBI/ITeJII:HO IIYHKTUPOM, I'IOIIpO6HOC OIIVICaHVI€ B CTAaThIO HE YJIOKUTD,
HYy’KHa KHITA.

Konnemx

Bap6apa yunnace B Swarthmore, 0fHOM 13 caMbIX IIPECTIDKHBIX KOJLIEKENT
Awmepuxkn. Iro liberal arts xonmnemx. OcHOBHOIT 3aKauelt TAKUX KOJLUIEIKE
IIPOBO3IJIAIIIAETCST He IOATOTOBKA K KaKOV-HMOYOb KOHKPETHOI AesTelb-
HoCTH, a GOPMUPOBaHIE IMYHOCTU. A CEpbe3HYIO CIEeLVATbHOCTh OOBIUHO
[IOJIyYaloT B APYTOM MeCTe — B aCIIMPAHType WM B KAKOM-HUOY b CIierya-
nusupoBaHHOM 3aBenennu, Tuna Medical School, Law School etc.

B orinune OT COBETCKMX MHCTUTYTOB U fa’Ke YHUBEPCUTETOB, TAM HeET
JKeCTKOIT IporpaMmsel. CTyIeHTHI caMy BHIOUPAOT IIPeAMeThI, KOTOpbIE OHI
XOTAT U3yuath («GepyT Kypchl» U MOJMYUAIOT 32 HUX «KpEAUThI»). Hamo Ha-
OpaTh KaKoe-TO KOJIMYEeCTBO KPeAUTOB, & KpOMe TOTO, 13 ITUX IIPeIMETOB
IOJDKHBI, B YaCTHOCTH, CHOPMUPOBATHCS Major ¥ Minor — Tak CKa3arh, IJIaB-
Had ¥ JOIOJIHUTEeIbHAS crienyanyu3anun. Eciu cTyieHT npeTeHyeT Ha KaKoe-
TO CHeLVANbHOE OTINYNE, HAal0 BHIOPATh ABa Minors.

4 Torua, II0-MO€MY, 3TO CJIOBO IMICAJIOCH C 6OJIBIIION GYKBI)I, 3TO0 OBLIIO MM COGCTBEHHOE.
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Bapbapa BeiOpaa MaTeMaTUKy KaK major, U ABa Minors — pyCCKMii sS3bIK>
u punocoduro. Bee 3Ty criermanmsanyy eif HpaBIINCh, HO OHY BBITJISEINN
OYeHb YK pa3HOPOTHBIMIU U OHA, 6OSCh, UTO UX He YTBEPAAT, COBETOBATIACH
€O cBOMM KypaTopoM. ToT, mouecas B TOJIOBE, IPEMIOKIUL 00'be AUHSIIOLIYO
fiction-mnero: Bpoze GBI HEJABHO IOSBIIINCH HOBBIE HAIIPABJICHISI TUIIA Ma-
TeMAaTIYeCKOI JIMHTBUCTIKIY VIV MALIMHHOTO IIepeBOAa ¥ ISl HIX IIPUTO-
ISITCSA KaK MaTeMaTMKa, TaK ¥ PYCCKUIL A3bIK — KaK 00JIacTh IPUIOKEHNS, HY
a ¢urocodus Bcerga xopouua.

Bap6ape ator fiction moHpaBwmIcsa 1 OHA CTaja BOILJIOLIATh €r0 B )KM3Hb.
HakanyHe OKOHUaHMS KOJUIEIKa OHA Y3HAJA, UTO B coceqHelt Prmanensdun,
B Penn (University of Pennsylvania) GygeT uto-To Bpojie JIeTHEI IIKOJIBI C
TaK/M yKJIOHOM, a oceHbo B MIT oTKphIBaeTcs HOBas IIporpamMma B acIu-
paHType I10 JIMHIBUCTUKE — y XOMCKOTO.

Ona noyumiiach jleToM B Penn’e u Hanmcana mmucbMo XOMCKOMY U OH
et orBet1. Hanmca, Uto MaIllMHHBIM II€EPEBOJOM OH He 3aHUMAETCS, UTO
3TO YTO-TO TEXHIUECKOE U IT0Ka BOOOII[Ee HECKOJIBKO COMHUTEIBHOE. A BOT
JIHTBUCTYKA — [, Y1 MaTeMaTyKa TaM HyKHa. Tak OHa IIOCTyIIIa K HeMY B
acnupaHTypy.

Korpa y»e mmocye Hallel ye BTOPOIT BCTpeUH 5 CIIPOCIT €€ — IoueMy eé
TyZa B3sUIM, OHa oTBeTIUIa: Because I was wonderful”.

Acnupantypa (MIT)

AMepuKaHCKas aCIMpaHTypa OTIMYAETCS OT COBETCKOII (CKasKeM, OT TOJA, B
KOTOPOII S KOTa-TO y4mIcs B MOCKBe) TeM, UTO TaM HelICTBUTEIBHO yuaT
— YNTAIOT JIEKIMM, IIPOBOIAT CEMIHAPHI, yUaT IIMCaTh CTATBM M TE3JCHI Ha
koH$pepeHI. OOBIYHO B Hayaje TPEThero rojia aCIMpPaHT BEIOMpAeT TeMy
nuccepranyu. Cosmaerca committee 13 Tpex-ueTsIpex MpodeccopoB, OTUH
13 KOTOPBIX CTaHOBUTCS pyKoBomureaeM (dissertation advisor). Yirens! atoro
committee 06cy>kRatoT paboTy, UNTAIOT TOATOTOBICHHbIE YaCTI AUCCEPTALIAN
110 Mepe MX HaIIVCAHMA.

ITporpamma 1o amursuctuke (Linguistics Program) 8 MIT, kak s yxe
ncal, 6pLIa co3aHa B 1961 roxy, T.e. bapbapa momana B IIepBbIil «KIACC»
(nabop). Eit moBeso — oHa OKasajach B HY>KHOE BpeMs B HY)KHOM MecTe,
HAUMHAJACh «XOMCKMAHCKas PeBOIIoms».b

Omna KoneGanach, He BBIOPATH JIM PyCCKUIL A3BIK Kak major. Ho Toraa ato osHauaso yriayGneHHOe
M3yueHIe PyCCKOIt tuTepatypbl. Eit HpaBmiach pycckas IuTepaTypa, HO He B KauecTBe OCHOBHOII
CrenuaIu3aun.

6 Initially housed within the Department of Foreign Languages & Literatures, the Linguistics

w
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JIuHrBUCTHUKE B acupaHType ee yumm XoMckuii, Moppuc Xamre n 9x-
Bapa Knmma.

A cama oHa BBI3BAJIACh UMTATh CBOMM COKYpPCHNUKAaM KypC MareMaTy-
KIf — OCHOBBI TEOPYY MHOXKECTB, JIOTUKY, HEMHOTO anreOpsl. Ha ocHoBe aTux
JIEKLMII OHA OIIYOJIMKOBAJIA II03)Ke yUeOHMK MaTeMaTIKY [AJIs JIMHTBUCTOB
(Partee 1978), KOTOPBIIL, B CBOIO OUepeb IIOTOM (B HECKOJIBKO ITepepaboTaH-
HOM BUJE) CTAJI COCTAaBHOI yacThio yueOHuKa (Partee, ter Meulen & Wall
1990).

Korpma Bap6apa 6pu1a Ha BropoM Kypce, XOMCKuit 1 XaJjuie ITOIpOCUIN
ee IIOCMOTPEeTh TOJBKO uTo BhIIIennryio B Mockse kuury C.K. [llaymsana n
I1.A. Co6oneBoit « ANIIUIMKATBHAS OPOXKIAIOIAT MOETH U UCUMCIIEHIIE
TpaHcdopMaIil B pycCKOM s3bIKe». OHM ObLIN 3aMHTPUTOBAHBI — 0 KAKOM
MICUNICIIEHUN TpaHCPOPMALIIL MAET PeUb?

IousiTie Tparchopmarnyy ObLIO TOr/IA LIEHTPATbHBIM B TeOpUM XOMCKOTO,
HO HUKAaKOTO MCUMCIeHNs: OH He npemaran. Bap6apa nmounrana, Bpoge 651
pasobpasachk B 9TOJI Telleph ysKe JaBHO 3a0bITOI I1ayMSHOBCKOM MOZIEIIN I
HIKAKOTO COIEepKaTeIbHOr0 NCUNCIeHNs He 0OHapyxmia. XoMckuii u Xaste
IIOIIPOCUIIN ee HaIlMCcaTh pelieH3uio B Language.

Bap6apa nanucana peuensnio (Hall 1964), 3ameTus, 4to T0, YTO aBTOPHI
Ha3BIBAIOT (OPMATBHBIM OMMCAHMEM TPAHCPOPMALNIL, OTHOCUTCS CKOpee K
obmacTy opHaMeHTanucTuKL.? 10 GbLIA ee IIepBast IreuatHas paboTa.

U sexuyu 1o MaTeMaTuKe, ¥ pelieH3us ObLIi, KOHEYHO, T000UHBIMU 3aHSI-
tusimu. Ha TpetbeM Kypce Bapbapa Hamcasa i1 B 1965 T. YCIIEIIHO 3all{ITIIIA
mmcceprario “Subject and Object in Modern English”® Ee pykosoaurenem
(dissertation advisor) 6611 XOMCKMIL.

JIr0601IBITHO, UTO ITepBOHaUaIbHO Bapbapa cobupanack B KauecTBe [IC-
cepraiuu GopMabHO OMICATH TPAMMATUKY aHIJINIICKOro s3biKa. OHa coBe-
ToBajach ¢ XOMCKUM M OH cKa3ai: ‘It would be nice”. Ho, koHeuHO, oOueHb
OBICTPO OHa ITOH:JIA BCI0O HAMBHOCTD 3TOT0 HaMepeHN!s.

Program joined with the Philosophy Program in 1976 to form the Department of Linguistics and
Philosophy.

Under the leadership of Noam Chomsky and Morris Halle in the 1960’s and 1970’s, the
Linguistics Program at MIT rapidly acquired an international reputation as a leading center for
research on formal models of human-language phonology, morphology and syntax, guided by the
bold (and, at the time, novel) hypothesis that language should be studied using the intellectual
tools of the natural sciences. (web.mit.edu/linguistics/graduate).

7 ToBopsr, uto [llaymsH GbLI CKOpee JOBOJIEH pelieHsNell — KHUTY 3aMeTIIIN U O Hell HaIlucal
’KypHau Language.
8 Yepes 14 Jer guccepraiys Obuia oyoinKoBaHa B Bune Kuuru (Partee 1979).
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UCLA, BcTpeua c MoHTerio, nepBas muccus

A ysxe nucait, yTo mocie acnupaHnTypsl Bapbapa mosmyunia mecro (position)
Associate Professor of Linguistics 8 UCLA. Ona npenopgaBaja JIMHTBACTH-
KY U TYT y>Ke AeMICTBUTEJIPHO IIPUHAJIA YIACTIE B OIVCAHNN IPAaMMAaTIKI
aHrImitckoro ssbika (Stockwell, Schachter & Partee 1973).

Ho, HaBepHOe, IJIaBHBIM COOBITMEM ee Hay4YHOI Kapbephl 3eCh ObLIa
BcTpeua ¢ Pruapmom Monrerio (1930-1971), ocHOBaTeneM GpOpMaIbHOI ce-
MaHTMKI.

Mownrerto 611 JIOTUKOM, yueHuKoM Tapckoro. Umenno Tapckuit BBe 10-
HSITUE TEOPETINKO-MO/IENIbHO CEMaHTIUKY 111 POPMAbHBIX SI3BIKOB, IIPEKIe
BCETO [JIF MCUYNMCICHN IIPeIIKaTOB.

MoHTeTI0 B KOHIIe 60-X I HadaJle 70-X 3aMHTepeCcOBaJICA CEMAaHTUKOI
€CTeCTBEHHOTO s13bIKa. Ero sHamennras padora “English as a Formal Language”
(1970) HauMHaETCS CIETYIOLINM TE€3MCOM:

I reject the contention that an important theoretical difference
exists between formal and natural languages... In the present
paper I shall accordingly present a precise treatment, culminating
in a theory of truth, of a formal language that I believe may
reasonably be regarded as a fragment of ordinary English... The
treatment given here will be found to resemble the usual syntax
and model theory (or semantics) of the predicate calculus, but
leans rather heavily on the intuitive aspects of certain recent
developments in intensional logic.

B a10i1 1 ipyrux paboTax TOro BpeMeHU OH PacCMaTpUBaeT (pparMeHT aHTJINIT-
CKOTO A3BIKA (HEGOJIBIION, HO JOCTATOUHO CYLIECTBEHHBII) U (JOPMATBHYIO
(TeopeTMKO-MOIENbHYI0) CEMaHTUKY MJISL 9TOTO (pparmenTa. [Ipeqnaraemas
JIM CEMaHTHMKA B 3HAUNTEIHHOI Mepe OIpaeTcs Ha ero cCOGCTBeHHbIe paGoTh
110 MHTEHCUOHAJIbHOM JIOTUKE, NaJIeKO BBIXOAALIEN 3a IIpeIeiIbl CTAaHAAPTHOI
JIOTUKY IIPENMKATOB.

Bap6apa, 3aHumasice uctopueit GopMalIbHON CEMAHTIKIY, TOUEPKIBAET
PEBOJIOLMOHHOCTD 3TUX paboT MOHTEr0 B KOHTEKCTe TOro BpeMeHn. O6-
Cy’KOasi mpeaiiecTByouye paborst (prrocodoB 1 JIOTMKOB O COOTHOLLIEHUI
€CTEeCTBEHHOrO 1 (JOPMATIbHBIX 3bIKOB, OHA IIUIIIET, YTO OHU Were in agree-
ment that logical methods of formal language analysis do not apply to natural
language”. Takoro >xe MHeHUs IpuAep>KUBaICT 1 XOMCKUIL.

9 3mech U HIDKe S IUTMPYIO MM IepecKasspiBaio paboTel Bapbapsl mo mcropun GopmMaabHOIL
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Bapbapa oTkonaiya B apxuBe MOHTETI0 ero 3aMeTKI K JOKJIany 1968 T. B
Bankysepe:

This talk is the result of 2 annoyances:

+ The distinction some philosophers, esp. in England, draw
between “formal” and “informal” languages; [“ccpuika” Ha
Paccemna].

« The great sound and fury that nowadays issues from MIT
under the label of “mathematical linguistics” or “the new
grammars” —a clamor not to the best of my knowledge,
accompanied by any accomplishments. [a TyT y>xe Ha XoM-
CKOTO].

« Itherefore sat down one day and proceeded to do something
that I previously regarded, and continue to regard, as both
rather easy and not very important — that is, to analyze
ordinary language. I shall, of course, present only a small
fragment of English, but I think a rather revealing one.

Bap6apa no6asnser: “Later notes (1970) suggest he eventually found it not
entirely easy”.

A Torja, B KOHIle 60-X, II0 COBETY CBOETO COKypCHMKa 1o Swarthmore,
¢uiocoda n soruka [Assnaa Jsronuca (David Lewis), ona xoquia Ha JeKumumn
Mouxurerio B UCLA. OHa BCIIOMMHAET, UTO €if ObLI0 Heslerko pa3bupaTses B
He OueHb 3HaKOMOII eif 00J1aCTy MaTeMaTUKM, B YACTHOCTH, B A-MICUVMCIICHII
n [IaBuz momorait ei.

Bapbapa onsTh 0kasanack B Hy)KHOE BpeMsI B HY)KHOM MeCTe.

Pa6GoTsr MoHTerI0 IIpoM3BeN Ha Hee CUJIbHOE BIIEUATICHIE Y OHA CUMTA-
Jla OU€Hb Ba’KHBIM II03HAKOMUTH C HUMM JIMHTBUCTOB. I, ri1aBHOE, COeIMHNUTD
VCCIIeIOBAaHMS B 00JIacTu cHTaKcuca u ceMaHTuku. OHa TOBOPUT, UTO OHA
CuyTaNa 3TO CBOEJ MUCCHUEN U ee OCHOBHBIE JaJbHelye paboThl ObLIn
ITOCBSIIIIEHBI 9TOMY.

BuaymMo 3T0 olIylieHre MUCCUY YCUIIMIIOCH ITociie Tnbenn MoHTerio B
1971 T.

cemanTuku. Cm. Hanpumep ee nokiax (Partee 2015).
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d’opmaanan CeéMaHTUKa — 3TO CéMaHTUKa CUHTaKcuca

CiroBa MoHTeTI0 B IIPUBEEHHOI BBIIIIE IYITaTe O TOM, UTO HeT “important
theoretical difference ... between formal and natural languages”, He cTout mpu-
HIMarTh depecuyp IpsMonnHeiHo. Bee-taku popmanbHas ceMaHTIKA — 3TO
(o ymaunomy BeipaxkeHuio [TagyueBoi) ceMaHTHKa CMHTaKcuca. Jlekcmue-
CKOJI CeMaHTUKOJ MOHTETIO He 3aHMMAJICH.

IIpuBeny ellje OOHY IIMHHYIO LMUTATY, HA STOT pa3 y»Ke U3 HAIIIETO COB-
mecTHOTO ¢ Bap6apoit noxnana “Ontology and integration of formal and lexical
semantics” Ha koHpepeHIMN «[{major 2014»:'°

Formal semantics of natural language is historically associated
with the name of R. Montague. Montague showed that the syntax
and semantics of natural language can be described using the
tools developed by logicians for the formal description of their
formal languages. These methods give a model-theoretic semantic
interpretation of syntactic structures, obeying the principle of
compositionality. The tools for such formal description have been
greatly extended in the last forty years by the cooperative efforts
of linguists, logicians, and philosophers of language.

Over the last forty-plus years formal semantics has become
(especially in the West) the mainstream approach to semantic
research.

But especially in the beginnings, formal semantics by no means
described the whole semantics of natural language. Montague
did not try to describe lexical semantics, considering that a more
empirical task. Montague’s semantics can be reasonably charac-
terized as the semantics of syntax (Paducheva’s term).

Formal semanticists are always thinking about composition-
ality, how the meaning of a sentence (or any other complex ex-
pression) is built up from the meanings of its parts. And on the
one hand, this requires having some ideas about the meanings of
the smallest parts — words and morphemes — because they form
the starting point for semantic composition. So formal semantics
needs some kind of lexical semantics to start from. The bare min-
imum is to make some assumptions about the nature of lexical
meanings and not make any specific claims about any particu-
lar lexical meanings — that was Montague’s strategy, since he

10 Cwm. (Borschev & Partee 2014)
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had neither the interest nor the competence to address empirical
matters of lexical semantics. He limited himself to trying to figure
out the “semantic type” of various classes of lexical items, and the
actual semantics for certain key ‘logical words’.

B aToM mokitazme MBI IIpeIIOKIIN HEKOTOphIe CPeNCTBa IJIsS MHTEr Al
JeKcuuecKkoi u ¢popmanapHoil cemanTuku. Ho aTo yxe mpyras tema.

UMass"', Amherst, 1972—present

9Ty uacTh s, B OCHOBHOM, IIPOIIYCKalo, TOJIBKO HECKOJIBKO cI0B. Bapbapa
nosy4mia 3xeck Mecto Assosiate Professor of Department of Linguistics B
1972 T. Department 6511 HoBpIM. OfHOII U3 IPUYMH Iepeesa Oblia reorpa-
¢us. Eir xorenoch, UToObI OeTH JKMJIM B KJIMMaTe ¢ HOPMAaJIBHOV CMEHOII
CEe30HOB — 31IMa, BECHA, JIeTO, OCEHb.

IIpenoaBaTenbcKast ¥ HayuHast )KM3Hb ObliIa HACBHIIIIEHHOI, TyT OHA Ha-
nucaja GOJIBIIYIO UacTh CBOUX pabor.

A npuexan B AMepuky B 1997 I. i ¢ 1998 r. Bap6apa neperruia (B poccuii-
CKOJI TEpMIHOJIOTMM) Ha IIOJICTABKY, C T€M, YTOOBI KaXKABII [0 B BECEHHEM
cemecTpe e3quTh B MockBy.

B 2004 Bap6apa ¢popmanpHoO yIiiuta Ha meHcno. Beiio rpaHanosHoe mepo-
IIPUATHE II0 3TOMY ITOBOAY. [JeMOHCTPMPOBAJIOCH «T€HeAJIOTIUeCKOoe JepeBo»
BapbapsI — ee yueHUKH, YICHIKY ee YUEHUKOB, etc. [lepeBo 3TO HAIVISIIHO 0-
KasbIBaJIo, uTo Bapbapa BBIIOIHILIIA CBOI0 MUCCUIO — (POpMAJIbHAS CEMaHTIKA
neitcTBuTenbHO “has become the mainstream approach to semantic research”.

ITocie aToro ¢opmaabHOro BRIXOJA Ha IEHCHUIO OHA IIPOJoJDKaa IIpe-
nogaBath B UMass — IepBble HECKOJIBKO JIeT UMTajla KaKoJ-HUOy b Kypc B
OCEHHEM ceMecTpe, a IIOTOM yJacTBOBaJIa B TOM MJIM MHOM ceMuHape. Eit
NIpUAYMaIy HeOpMaIbHYIO0 «TOJKHOCTE» — IypY.

MgI ¢ Heit gBakab! moxyuany NSF?-rpaHThl, KaXX bl pa3 Ha TPU roja.
B rpaHTax Ka)KIblil pa3 yuacTBOBaJIM HAIIIM MOCKOBCKMe KoJueru — Jlena
ITapyuesa, Aura Tecrenen, Kars Paxunuaa u Urops SHoBuy (popmanpHo, Kak
KOHCYJIBTaHTbBI, peaJIbHO — KaK II0JTHOIIPaBHbIe yUAaCTHMKI), a TAaK)Ke THOTIA
acrimpanTsl Department of Linguistics.

11 University of Massachusetts
12 National Science Foundation.
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MockBa, 1995-2014. Bropas muccus

Kax s y»xe mucau, B 1995 r. Bapbapa npmesxana Ha kKoHrpecc «JIMHrBUCTIKA
Ha ucxope XX BeKa: UTOTM U IIepCIIEKTUBRI». B Mae 1995 oHa IIpuexaja CHOBa
u cenana pap pokiaanos — B BUHWUTH u rae-to emmte. A B 1996 T. OHa yuraia
B MI'Y na OTulllle kypc nexumit mo hopMaIbHOI CeMaHTUKe.

B 1997 r. Bap6apa monyunia moJayrofgoBoli TpaHT Ha COBMECTHYIO paboTy
co muOIT3. fI mpuexan B sHBape, a 13 arpess Mbl IOKEHIIINICH.

Haunnas ¢ Becennero cemecrpa 1998 r. Bap6apa unraina ot xe Kypc dpop-
ManbHOI ceMaHTUKM B PITY, 1 TOTOM IOYTM KaKABIN TOf IIOIIepeMeHHO
B MI'V u B PITY. B MI'Y na OCHUIlJle y Kubpuxka, a B PITY B MHcTHTyTE
snHrBUCTUKY, Y Bepsr Ilomnecckoit. Kypc o6bruHo0 cocTosin n3 Gosee min
MeHee IIOCTOSIHHOV BBOJHOJ YacTy — BBeJeHNe B (OpPMaIbHYI0 CEMaHTI-
Ky, I «TeMaTU4eCcKOoI» YacTH, IIOCBAILIEHHONI Kaxoﬁ—HM6ynb KOHKpPEeTHOI
npobieme.

JlekIuy UNTANINUCH ITO-aHIVIMIICKY, a ITOCJIe JIEKIMY ObLI CeMUHAap, I'ae
o6cyxmanucek gomaraue 3aganus (homework) u nro6sie gpyrue mpobiemMsl,
9TO0 00CYy’K[IeHIe MOTIJIO OBITH Ha JII0O0M SI3BIKE.

st moe3aky B MOCKBY KaK[ABIiT pa3 Hao ObLIO IOJIy4YaTh BU3Y, BU3Y Ja-
Banu 110 mporpamme «HayuHo-TeXHIUECKOe COTPYLHMUECTBO». 1 3a GuuteTs!,
” 3a BU3y OHa rutatuia cama. [erer 8 MI'Y eit He mtatmian Boo6ie, a PITY
IJIaTIUIIM HeGOouIblIne JeHbIU KaK I04acoBMKy. OCHOBHBIM FOHOpapoM ObLia
romoBas MHOTOKpaTHasI Bu3a B Poccuio.

B nocnenuem, 2014 rony oHa mpernonasaia B Beike (Boicieit urkoie
9KOHOMMUKII), TaM ITOSIBUJIOCH OT/{eJI€HIIE IMHTBICTUKIL, KOTOPHIM 3aBeL0BaIa
Katg Paxunmna.

B BrIIIIKY B IIepBBII 11 €IMHCTBEHHBII pa3 3a BCe 3TV TOABI ee IIPUTIIACIIIN
VIMEHHO IIperojaBaTh, OHa II0JyJyajia HaCTOSIIYIO0 3apIuIaTy ¥ HeMaJeHbKYIO.

Koneuno, BbIOOp TaKOI KU3HU — «OQHOI HOroit B MOCKBe, Apyroit B
Amepuxe» — GBI MMEHHO HAIIVM BBIOOPOM Ha 3TU TOJBI.

Ho mipu stom Bap6apa paccmarpuaia npernonasaHue B MockBe 1 BooO11te
pasHYI0 HayYHYIO 1 yueOHYIO HeATeJbHOCTh B Poccum, Kak MMCCHIO «IIO
HaBeJIeHUIO MOCTOB» MEXIY POCCUIICKOI U 3aIlaHON JIMHTBYICTUKOJ.

Temeps B 9TOM «MOCTOCTPOEHMM» YUACTBYIOT ee yueHuku. HasepHoe
Gouiblile TecsITKA ee YUEHMKOB M3 MOCKBBI YUMIIOCH VIIM YUUTCS B aCIIMpaH-

COBASE Grant, National Research Council, for collaborative research with V. Borschev, “Towards
an integration of formal and lexical semantics: Meaning postulates and fine-grained sortal
structures”, Jan-July 1997.
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Type B AMepuke u B EBpore.

[Baxkme! oHa monyuana PyynbpaiiToBCKMe rpaHThl Ha moe3nkm.'4 OHu,
B YaCTHOCTH, AABAJIM BO3MOXXHOCTb IIPMBE3TH JOBOJBHO MHOI'O HAYUHON
suTepaTypsl. OHa 1 caMa ITOKyIaja I IIPUBO3IIIa MAacCy HayUHBbIX KHUT. B
PITY 6bu1 menbiit mkad mpuseseHHsix efo Kuur, M 8 OCUILJIe 65110 Hemalo.

A 8 BUHUTU B TeueHuu MHOTUX JIeT (PyHKIMOHMPOBAI HAIIl paboumii
ceMIHap II0 TeMaTuKe yInoMsaHyThIX Beilte NSF rpanTos. Ilo pesynbpratam
Ka)XIOTO 113 9TMX IPAHTOB ObLIM U3NaHbI cOopHMKY, oquH B Amepuke (Kim,
Lander & Partee 2004), npyroit B Mockse (Paxunnsa 2008).

Bap6apa yuacTBoBanu M B OPYIUX «MEPOIPUATUAX» — B KOHpepeH-
mmsax «[masor», B AByX JeTHuX Iikosnax Cankr-IlerepOyprckoro n Hero-
MOpKCKOTO yHIBEPCUTETOB, B 3MMHIX TUIIOJOTMIECKNUX IIKonax B Ilommoc-
KOBbe, B pa3HbIX KOHpepeHIUAX M ceMMHapax B MockBe — Bcero He Iie-
peuncaniis (ropasmo 6osee TOAPOOHOE ITEpeUNCIeHNIE €€ TEeTHIIT MOKHO
HaiTu Ha ee caiite (http://people.umass.edu/partee/) miu B Buknmnemun
(http://en.wikipedia.org/wiki/Barbara_Partee). Ho, HaBepHOe, BaskHee Bce-
IO MHOYXECTBO €€ YUeHIKOB 11 qpy3ell, probpeTeHHBIX B MOCKBe 1 APyTUX
roponax Poccum.

STOT IOUTH ABAALIATUIIETHII IIepMO, HallIel >KM3HY 3aKOHUIJIICS B 2014 T.
Ms1 yexasy. MbI HaMETIIIM 9TOT CPOK 3apaHee, FOfia 3a YeThIpe, 110 GaHaIBHOI
IIpUYMHEe — BO3PACT, TPYAHO €3MTh [{Ba pasa B FOA TyAa 1 o0paTHO (IIpexsie
BCEr0 MHE).

Koneuno, Mb1 OygeM Ipuesskarb, HO 9TO yKe Apyras >KU3Hb.

IlepBrIit pa3 MBI cOOMpaeMcs IpMexaTh 14 MIOHS 2015 T.

14 Cwm. crarsio B.U. ITopecckoit B HacT.c6. — npum.peo.
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